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#### Abstract

We prove that the probability of finding a scattered quantum-mechanical particle at large times in a truncated cone is identical with the scattered flux, integrated over time, across a distant spherical surface subtending this cone. The theory applies to potentials with arbitrary local singularities and decaying faster than $r^{-2 / 3}$ at large distances.


## 1. Introduction

The definition of scattering cross sections in the Hilbert space formulation of quantum scattering theory is based on Dollard's scattering into cones formula (see e.g. [1,2]). This formula expresses the probability of finding the scattered particles in the far future in a given cone in terms of the scattering operator $S$. As mentioned in [3], the relevance of such arguments relies on the assumption that the probability of finding a scattered particle at large times in some cone is identical with the scattered flux, integrated over time, across a distant surface subtending this cone. The validity of this assumption has recently been established for free particles and for scattering by short-range potentials, see [4-6]. The method of estimating the scattered flux applied in [6] does not, however, cover Coulomb potentials, and it is the purpose of the present paper to introduce a different approach which allows us to treat also Coulomb and other long-range potentials in two-body scattering. Moreover the theory will cover potentials with strong local singularities. The extension of the results to $N$-body systems will be communicated elsewhere.

In section 2 we introduce the mathematical notions needed to describe the flux across certain two-dimensional surfaces embedded in $\mathbb{R}^{3}$. The divergence theorem can be used to relate the flux across the boundary of a (reasonably shaped) truncated cone to the probability of presence in that cone (section 3); if the flux across the lateral surface of the cone is sufficiently small at large times, one can then deduce the validity of the assumption mentioned above. Details, together with precise general conditions on the flux, will be given in section 4. In section 5 we use propagation estimates to prove that these conditions on the flux are satisfied for Hamiltonians with smooth potentials (including certain longrange potentials), and in section 6 this result is extended to potentials with local singularities, by the use of relative wave operators.

We employ the following notations: $\boldsymbol{Q}=\left(Q_{1}, Q_{2}, Q_{3}\right)$ and $\boldsymbol{P}=\left(P_{1}, P_{2}, P_{3}\right)$ denote the usual 3 -component position and momentum operator respectively in the Hilbert space $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}\right)$, with $\hbar=1$. We set $Q=\left\{\sum_{j=1}^{3} Q_{j}^{2}\right\}^{1 / 2},\langle Q\rangle^{\rho}=\left(I+Q^{2}\right)^{\rho / 2}$ for $\rho \in \mathbb{R}$, $H_{0}=P^{2}=\sum_{j=1}^{3} P_{j}^{2}$ and $P=H_{0}^{1 / 2}$. Each of these operators is considered on the domain


Figure 1. A doubly truncated admissible cone.
on which it is self-adjoint. If $\varphi$ is a function defined on $\mathbb{R}^{3}$, then $\varphi(\boldsymbol{Q})$ is the operator of multiplication by $\varphi(\boldsymbol{x})$ in $L^{2}\left(\mathbb{R}^{3}\right)$. In the particular case where $\varphi$ is the characteristic function $\chi_{G}$ of a subset $G$ of $\mathbb{R}^{3}\left(\chi_{G}(x)=1\right.$ if $\boldsymbol{x} \in G, \chi_{G}(x)=0$ if $\left.\boldsymbol{x} \notin G\right)$, we use the notation $E(\boldsymbol{x} \in G)$ for $\chi_{G}(\boldsymbol{Q})$. Sometimes we write simply $\varphi f$ for $\varphi(\boldsymbol{Q}) f$. By $\|\cdot\|$ we mean the norm and by $\langle\cdot, \cdot\rangle$ the scalar product in $L^{2}\left(\mathbb{R}^{3}\right)$, whereas the $L^{2}$-norm and scalar product on a subset $G$ of $\mathbb{R}^{3}$ (always with respect to Lebesgue measure) will be written as $\|\cdot\|_{L^{2}(G)}$ and $\langle\cdot, \cdot\rangle_{L^{2}(G)}$ respectively. We observe that $D(P)=\cap_{j=1}^{3} D\left(P_{j}\right)$ and $\|P f\|^{2}=\sum_{j=1}^{3}\left\|P_{j} f\right\|^{2}$ if $f$ belongs to the domain $D(P)$ of $P$. We denote by $\mathcal{B}(\mathfrak{H})$ the set of all bounded everywhere defined linear operators in $\mathfrak{H}$ and by $\|A\|$ the norm of $A \in \mathcal{B}(\mathfrak{H})$. If $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is a multi-index, then $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}$ and $D^{\alpha} f=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \partial_{3}^{\alpha_{3}} f$, with $\partial_{j} f(\boldsymbol{x})=\partial f(\boldsymbol{x}) / \partial x_{j} . S_{b}$ denotes the sphere $\left\{\boldsymbol{x} \in \mathbb{R}^{3} \| \boldsymbol{x} \mid=b\right\}$.

## 2. Restriction of functions to the boundaries of cones

Throughout this paper $C$ will be a closed cone in $\mathbb{R}^{3}$ with vertex at the origin and different from $\mathbb{R}^{3}\left(C \neq \mathbb{R}^{3}\right)$. We let $a$ be some fixed positive number $(a>0)$. If $R \in(a, \infty)$, we denote by $C_{a, R}$ the doubly truncated cone $C_{a, R}=\{\boldsymbol{x} \in C|a<|x|<R\}$. The boundary $\partial C_{a, R}$ of $C_{a, R}$ is the union of two spherical surfaces $\Sigma_{a}=\{x \in C| | x \mid=a\}$ and $\Sigma_{R}=\{\boldsymbol{x} \in C| | x \mid=R\}$ and the lateral surface $\Lambda_{a, R}=\{\boldsymbol{x} \in \partial C|a<|\boldsymbol{x}|<R\}$. We shall also consider the once-truncated cone $C_{a} \equiv C_{a, \infty}=\{\boldsymbol{x} \in C \| x \mid>a\}$, with a corresponding lateral surface $\Lambda_{a}=\{x \in \partial C \| x \mid>a\}$.

To prove our results we shall restrict ourselves to specially simple cones which we call admissible. The extension to a much larger class of cones is then straightforward and will be discussed at the end of section 4.

A closed cone $C \neq \mathbb{R}^{3}$ will be called admissible if it is convex, with a non-empty interior, and if there are a finite number of straight lines $\left\{L_{k}\right\}_{k=1}^{N}$ on its boundary $\partial C$, each passing through the point $\boldsymbol{x}=0$, that subdivide $\Lambda_{a}$ into $N$ disjoint smooth surfaces $\mathcal{O}_{k}$. So we have $\Lambda_{a}=\left(\cup_{k=1}^{N} \mathcal{O}_{k}\right) \cup\left(\cup_{k=1}^{N} L_{k} \cap \partial C_{a}\right)$, where it is assumed that $L_{k} \cap \mathcal{O}_{j}=\varnothing$ for all $j, k$ (i.e. $\mathcal{O}_{k}$ does not contain its boundary points on $\Lambda_{a}$ ).

If $C$ is an admissible cone and $R<\infty$, one can apply the divergence theorem on the domain $C_{a, R}$ (see e.g. [7,8]): if $u, v$ are functions of class $C^{2}$ on $\mathbb{R}^{3}$ and $\mathcal{O}_{k, R}=\left\{\boldsymbol{x} \in \mathcal{O}_{k}| | x \mid<R\right\}$, then

$$
\int_{C_{a, R}}[u(\boldsymbol{x}) \Delta v(\boldsymbol{x})-v(\boldsymbol{x}) \Delta u(\boldsymbol{x})] \mathrm{d}^{3} x=\sum_{k=1}^{N} \int_{\mathcal{O}_{k}}[u(\boldsymbol{y}) \nabla v(\boldsymbol{y})-v(\boldsymbol{y}) \nabla u(\boldsymbol{y})] \cdot \boldsymbol{n}(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y})
$$

$$
\begin{equation*}
+\int_{\Sigma_{a} \cup \Sigma_{R}}[u(\boldsymbol{y}) \nabla v(\boldsymbol{y})-v(\boldsymbol{y}) \nabla u(\boldsymbol{y})] \cdot \boldsymbol{n}(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y}) \tag{1}
\end{equation*}
$$

where $\mathrm{d} \sigma$ denotes the area element on the surface under consideration and $\boldsymbol{n}(\boldsymbol{y})$ is the outward unit normal vector to this surface at the point $\boldsymbol{y}$.

Let $C$ be an admissible cone and let $\mathcal{O}$ be either one of the $\mathcal{O}_{k}$ or $\mathcal{O}=\Sigma_{b}=C \cap S_{b}$ for some $b>0$. If $f$ is a smooth function on $\mathbb{R}^{3}$, then its restriction $\left.f\right|_{\mathcal{O}}$ to $\mathcal{O}$ is well defined. We shall need estimates on the norm of $\left.f\right|_{\mathcal{O}}$ in $L^{2}(\mathcal{O})$ in terms of certain norms on $f$ in $L^{2}\left(\mathbb{R}^{3}\right)$. More precisely, we have the following inequality the proof of which is indicated in the appendix.

Proposition 1. If $\mathcal{O}$ is as above, then there is a constant $c<\infty$ such that the following inequality holds for all functions $f, \varphi: \mathbb{R}^{3} \rightarrow \mathbb{C}$ of class $C^{1}$ such that (i) $f$ belongs to the domain $D(P)$ of the operator $P=H_{0}^{1 / 2}$ (in particular $f \in L^{2}\left(\mathbb{R}^{3}\right)$ ) and (ii) $\varphi$ and its first-order derivatives are bounded and $\varphi(\boldsymbol{x})=1$ for all $\boldsymbol{x} \in \mathcal{O}$ :

$$
\begin{equation*}
\left\|\left.f\right|_{\mathcal{O}}\right\|_{L^{2}(\mathcal{O})} \equiv\left[\int_{\mathcal{O}}|f(\boldsymbol{y})|^{2} \mathrm{~d} \sigma(\boldsymbol{y})\right]^{1 / 2} \leqslant c[\|\varphi(\boldsymbol{Q}) f\|+\|P \varphi(\boldsymbol{Q}) f\|] \tag{2}
\end{equation*}
$$

For $\varphi \equiv 1$, the inequality (2) means that the operator $\gamma_{\mathcal{O}}$ of restricting to $\mathcal{O}$, defined first on the dense set of vectors $f$ indicated in proposition $1\left(\gamma_{\mathcal{O}} f=\left.f\right|_{\mathcal{O}}\right)$, extends to a bounded operator from $\mathcal{H}^{1}\left(\mathbb{R}^{3}\right) \equiv D(P)$ (equipped with the graph norm) to $L^{2}(\mathcal{O})$, or equivalently that the closure $\Gamma_{\mathcal{O}}$ of $\gamma_{\mathcal{O}}(I+P)^{-1}$ is a bounded operator from $L^{2}\left(\mathbb{R}^{3}\right)$ to $L^{2}(\mathcal{O})$; in fact, upon replacing $f$ by $(I+P)^{-1} g$ in (2) and observing that $\|f\|+\|P f\| \leqslant \sqrt{2}\|(I+P) f\|$ (since $P \geqslant 0$ ), one sees that $\left\|\Gamma_{\mathcal{O}} g\right\|_{L^{2}(\mathcal{O})} \leqslant \sqrt{2} c\|g\|$. The adjoint $\Gamma_{\mathcal{O}}^{*}$ of $\Gamma_{\mathcal{O}}$ is then a bounded operator from $L^{2}(\mathcal{O})$ to $L^{2}\left(\mathbb{R}^{3}\right)$.

We are particularly interested in the operator $\gamma_{\Lambda_{a}}$ of restricting functions to the lateral boundary $\Lambda_{a}$ of $C_{a}: \gamma_{\Lambda_{a}} f=\left.f\right|_{\Lambda_{a}}$. It is clear that $\left\|\left.f\right|_{\Lambda_{a}}\right\|_{L^{2}\left(\Lambda_{a}\right)}^{2}=\sum_{k=1}^{N}\left\|\left.f\right|_{\mathcal{O}_{k}}\right\|_{L^{2}\left(\mathcal{O}_{k}\right)}^{2}$. If $L^{2}\left(\mathcal{O}_{k}\right)$ is identified in a natural way with a subspace of $L^{2}\left(\Lambda_{a}\right)$, then $\Gamma_{\mathcal{O}_{k}}$ becomes a bounded operator from $L^{2}\left(\mathbb{R}^{3}\right)$ into $L^{2}\left(\Lambda_{a}\right)$, and the closure $\Gamma_{\Lambda_{a}}$ of $\gamma_{\Lambda_{a}}(I+P)^{-1}$ is simply given by

$$
\begin{equation*}
\Gamma_{\Lambda_{a}}=\sum_{k=1}^{N} \Gamma_{\mathcal{O}_{k}} \tag{3}
\end{equation*}
$$

Similarly, if $a<R<\infty$, one may view $L^{2}\left(\Lambda_{a, R}\right)$ as a subspace of $L^{2}\left(\Lambda_{a}\right)$ and introduce a bounded operator $\Gamma_{\Lambda_{a, R}}$ from $L^{2}\left(\mathbb{R}^{3}\right)$ into $L^{2}\left(\Lambda_{a}\right)$ as the closure of $\gamma_{\Lambda_{a, R}}(I+P)^{-1}$, with $\gamma_{\Lambda_{a, R}} f=\left.f\right|_{\Lambda_{a, R}}$. The following relations are straightforward consequences of proposition 1 :

$$
\begin{equation*}
\left\|\Gamma_{\Lambda_{a, R}}\right\| \leqslant\left\|\Gamma_{\Lambda_{a}}\right\|<\infty \quad \forall R>a \quad \underset{R \rightarrow \infty}{s-\lim _{R}} \Gamma_{\Lambda_{a, R}}=\Gamma_{\Lambda_{a}} \tag{4}
\end{equation*}
$$

Another useful result is the following estimate: let $\Gamma_{\Sigma_{b}}$ be the closure of $\gamma_{\Sigma_{b}}(I+P)^{-1}$, where $\gamma_{\Sigma_{b}} f=\left.f\right|_{\Sigma_{b}}$. Then, as shown in the appendix, one has

$$
\begin{equation*}
\left\|\Gamma_{\Sigma_{b}}\right\| \leqslant 4 \quad \text { for all } b \geqslant 1 . \tag{5}
\end{equation*}
$$

(Observe that this implies the estimate (2.2) in [6]; the operator denoted by $\Gamma_{R}$ in [6] may be identified with $R^{(n-1) / 2} \Gamma_{S_{R}}$ ).

## 3. The quantum-mechanical flux

Let $\mathcal{O}$ be a smooth hypersurface in $\mathbb{R}^{3}$ as in proposition 1 . If $f$ is a wavefunction, then texts on quantum mechanics define the flux density of $f$ at a point $\boldsymbol{x} \in \mathbb{R}^{3}$ as
$2 \operatorname{Im} \overline{f(\boldsymbol{x})} \nabla f(\boldsymbol{x}) \equiv 2 \operatorname{Re} \overline{f(\boldsymbol{x})} \boldsymbol{P} f(\boldsymbol{x})$ (we choose the mass $m=\frac{1}{2}$ ), and the flux $\Phi_{\mathcal{O}}(f)$ through $\mathcal{O}$ is given as the integral of the normal component of this density over $\mathcal{O}$ :

$$
\begin{equation*}
\Phi_{\mathcal{O}}(f)=2 \operatorname{Re} \sum_{j=1}^{3} \int_{\mathcal{O}} \overline{f(\boldsymbol{y})} n_{j}(\boldsymbol{y})\left(P_{j} f\right)(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y}) \tag{6}
\end{equation*}
$$

If $f$ and $\nabla f$ are continuous functions, the flux density has a pointwise meaning. For more general wavefunctions in $L^{2}\left(\mathbb{R}^{3}\right)$, the integral in (6) need not be well defined, because $\mathcal{O}$ is a set of Lebesgue measure zero in $\mathbb{R}^{3}$, so that the integrand may not make sense. However, for $f \in D\left(H_{0}\right)$, one may give a meaning to the integrated flux through $\mathcal{O}$ as the expectation value of a certain operator $\hat{F}_{\mathcal{O}}$, the so-called flux operator for $\mathcal{O}$, defined in terms of $\Gamma_{\mathcal{O}}$. To see this, consider $\boldsymbol{n}(\boldsymbol{y})=\left(n_{1}(\boldsymbol{y}), n_{2}(\boldsymbol{y}), n_{3}(\boldsymbol{y})\right)$ as a multiplication operator in $L^{2}(\mathcal{O})$ and rewrite (6) (for smooth $f$ in the first instance) as

$$
\begin{align*}
& \Phi_{\mathcal{O}}(f)= 2 \operatorname{Re} \sum_{j=1}^{3} \int_{\mathcal{O}} \overline{\left(\gamma_{\mathcal{O}} f\right)(\boldsymbol{y})} n_{j}(\boldsymbol{y})\left(\gamma_{\mathcal{O}} P_{j} f\right)(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y})=2 \operatorname{Re} \sum_{j=1}^{3}\left\langle\gamma_{\mathcal{O}} f, n_{j} \gamma_{\mathcal{O}} P_{j} f\right\rangle_{L^{2}(\mathcal{O})} \\
&= 2 \operatorname{Re} \sum_{j=1}^{3}\left\langle\gamma_{\mathcal{O}}(I+P)^{-1}(I+P) f, n_{j} \gamma_{\mathcal{O}}(I+P)^{-1} P_{j}(I+P) f\right\rangle_{L^{2}(\mathcal{O})} \\
&=2 \operatorname{Re} \sum_{j=1}^{3}\left\langle(I+P) f, \Gamma_{\mathcal{O}}^{*} n_{j} \Gamma_{\mathcal{O}} P_{j}(I+P) f\right\rangle=\operatorname{Re}\left\langle(I+P) f, F_{\mathcal{O}}\left(I+H_{0}\right) f\right\rangle \tag{7}
\end{align*}
$$

where $F_{\mathcal{O}}$ is the following bounded operator in $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}\right)$ :

$$
\begin{equation*}
F_{\mathcal{O}}=2 \sum_{j=1}^{3} \Gamma_{\mathcal{O}}^{*} n_{j} \Gamma_{\mathcal{O}} P_{j}(I+P)\left(I+P^{2}\right)^{-1} \tag{8}
\end{equation*}
$$

Observe that (7), defined originally for smooth $f$, makes sense for all $f$ in $D\left(H_{0}\right)$.
Equation (7) shows that $\Phi_{\mathcal{O}}(f)$ may be viewed as the expectation value $\left\langle f, \hat{F}_{\mathcal{O}} f\right\rangle$ of the (unbounded) observable $\hat{F}_{\mathcal{O}}=2 \operatorname{Re} \sum_{j=1}^{3}(I+P) \Gamma_{\mathcal{O}}^{*} n_{j} \Gamma_{\mathcal{O}} P_{j}(I+P)$. For our purposes, however, it will be more convenient to use the last expression in (7) for $\Phi_{\mathcal{O}}(f)$ in terms of the non-self-adjoint, but bounded, operator $F_{\mathcal{O}}$.

We draw attention to a useful alternative expression for $\phi_{\mathcal{O}}(f)$. If $\mathcal{O}$ is any subset of $\mathbb{R}^{3}$, define $\Theta_{\mathcal{O}}$ to be the set of all functions $\theta: \mathbb{R}^{3} \rightarrow \mathbb{C}$ of class $C^{2}$ such that $\theta, \partial_{j} \theta$ and $\Delta \theta$ are bounded and such that $\theta(\boldsymbol{x})=1$ for all $\boldsymbol{x}$ in some neighbourhood of $\mathcal{O}$. If $\mathcal{O}$ is as in (7), and if $\theta_{1}, \theta_{2} \in \Theta_{\mathcal{O}}$, then the first expression for $\Phi_{\mathcal{O}}(f)$ in (7) remains unchanged if $\left(\gamma_{\mathcal{O}} f\right)(\boldsymbol{y})$ is replaced by $\left(\gamma_{\mathcal{O}} \theta_{1} f\right)(\boldsymbol{y})$ and $\left(\gamma_{\mathcal{O}} P_{j} f\right)(\boldsymbol{y})$ by $\left(\gamma_{\mathcal{O}} P_{j} \theta_{2} f\right)(\boldsymbol{y})$. So, for $\theta_{1}, \theta_{2} \in \Theta_{\mathcal{O}}$, we have

$$
\begin{equation*}
\Phi_{\mathcal{O}}(f)=\operatorname{Re}\left\langle(I+P) \theta_{1}(\boldsymbol{Q}) f, F_{\mathcal{O}}\left(I+H_{0}\right) \theta_{2}(\boldsymbol{Q}) f\right\rangle \tag{9}
\end{equation*}
$$

Now consider a doubly truncated admissible cone $C_{a, R}$. The boundary of $C_{a, R}$ is the union of a finite number of smooth hypersurfaces, namely $\Sigma_{a}, \Sigma_{R}$ and $\mathcal{O}_{k, R}=\mathcal{O}_{k} \cap \partial C_{a, R}$ $(k=1, \ldots, N)$ and of a finite number of curves, so one may associate to it a flux operator $F_{\partial C_{a, R}}$ by setting

$$
\begin{equation*}
F_{\partial C_{a, R}}=F_{\Sigma_{a}}+F_{\Sigma_{R}}+\sum_{k=1}^{N} F_{\mathcal{O}_{k, R}} \tag{10}
\end{equation*}
$$

Let $H$ be a Hamiltonian of the form $H=H_{0}+V(Q)$ and $U_{t}=\exp (-\mathrm{i} H t)$ the associated unitary evolution operator for a time interval of length $t$ (recall that we set
$\hbar=1$ ). We consider for the moment potentials $V$ such that $D\left(H_{0}\right) \subseteq D(V)$ and such that $H=H_{0}+V(\boldsymbol{Q})$ is self-adjoint on $D\left(H_{0}\right)$, so that $D(H)=D\left(H_{0}\right)$ (this holds in particular if $V=V_{1}+V_{2}$ with $V_{1}$ a bounded function and $V_{2} \in L^{2}\left(\mathbb{R}^{3}\right)$; more singular potentials will be considered in section 6). One expects that the rate of change of the probability of presence of a state in $C_{a, R}$ should be determined by the flux through the boundary $\partial C_{a, R}$ of the truncated cone $C_{a, R}$. To make this precise, let us observe that, if $g \in D(H)$, then $U_{t} g \in D(H)$ and consequently

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left\|E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\|^{2}=\frac{\mathrm{d}}{\mathrm{~d} t}\left\langle U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\rangle \\
&=\mathrm{i}\left[\left\langle H U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\rangle-\left\langle U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) H U_{t} g\right\rangle\right] \\
&=\mathrm{i}\left[\left\langle H_{0} U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\rangle-\left\langle U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) H_{0} U_{t} g\right\rangle\right] \tag{11}
\end{align*}
$$

since $V(\boldsymbol{Q}) E\left(\boldsymbol{x} \in C_{a, R}\right)=E\left(\boldsymbol{x} \in C_{a, R}\right) V(\boldsymbol{Q})$. With $H_{0}=-\Delta$, formal application of the divergence theorem (1) suggests that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|E\left(x \in C_{a, R}\right) U_{t} g\right\|^{2}=-\Phi_{\partial C_{a, R}}\left(U_{t} g\right) \tag{12}
\end{equation*}
$$

The following lemma, applied with $h=U_{t} g$ to the identity (11), will allow us to verify rigorously that (11) implies (12).

Lemma 1. If $h \in D\left(H_{0}\right)$, then
$\mathrm{i}\left[\left\langle H_{0} h, E\left(\boldsymbol{x} \in C_{a, R}\right) h\right\rangle-\left\langle h, E\left(\boldsymbol{x} \in C_{a, R}\right) H_{0} h\right\rangle\right]=-\operatorname{Re}\left\langle(I+P) h, F_{\partial C_{a, R}}\left(I+H_{0}\right) h\right\rangle$.

Proof. To simplify the notation we write $E$ for $E\left(\boldsymbol{x} \in C_{a, R}\right)$. Choose $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ such that $\int_{\mathbb{R}^{3}} \varphi(\boldsymbol{x}) \mathrm{d}^{3} x=1$, set $\varphi_{\varepsilon}(\boldsymbol{x})=\varepsilon^{-3} \varphi\left(\varepsilon^{-1} \boldsymbol{x}\right)$ (for $\varepsilon>0$ ) and define $h_{\varepsilon}$ by

$$
h_{\varepsilon}(\boldsymbol{x})=\int_{\mathbb{R}^{3}} \varphi_{\varepsilon}(\boldsymbol{x}-\boldsymbol{y}) h(\boldsymbol{y}) \mathrm{d}^{3} \boldsymbol{y} \equiv\left(\varphi_{\varepsilon} * h\right)(\boldsymbol{x}) .
$$

Then $h_{\varepsilon}$ is of class $C^{\infty}$ and $\left\|h_{\varepsilon}-h\right\| \rightarrow 0$ as $\varepsilon \rightarrow 0$ (see e.g. [9, lemma 2.18]). Also, since $h \in D\left(H_{0}\right)$ and $D^{\alpha} h_{\varepsilon}=\varphi_{\varepsilon} * D^{\alpha} h$, we have $\left\|P_{j} h_{\varepsilon}-P_{j} h\right\| \rightarrow 0$ and $\left\|P_{j} P_{k} h_{\varepsilon}-P_{j} P_{k} h\right\| \rightarrow 0$ as $\varepsilon \rightarrow 0$. So from the divergence theorem (1) and using (6), (7) and (10), we have

$$
\begin{align*}
\left\langle H_{0} h, E h\right\rangle & -\left\langle h, E H_{0} h\right\rangle=\lim _{\varepsilon \rightarrow 0}\left[\left\langle H_{0} h_{\varepsilon}, E h_{\varepsilon}\right\rangle-\left\langle h_{\varepsilon}, E H_{0} h_{\varepsilon}\right\rangle\right] \\
& =\lim _{\varepsilon \rightarrow 0} \int_{C_{a, R}}\left[\overline{h_{\varepsilon}(\boldsymbol{x})} \Delta h_{\varepsilon}(\boldsymbol{x})-h_{\varepsilon}(\boldsymbol{x}) \overline{\Delta h_{\varepsilon}(\boldsymbol{x})}\right] \mathrm{d}^{3} x \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Sigma_{a} \cup \Sigma_{R} \cup \Lambda_{a, R}}\left[\overline{h_{\varepsilon}(\boldsymbol{y})} \nabla h_{\varepsilon}(\boldsymbol{y})-h_{\varepsilon}(\boldsymbol{y}) \overline{\nabla h_{\varepsilon}(\boldsymbol{y})}\right] \cdot \boldsymbol{n}(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y}) \\
& =\mathrm{i} \lim _{\varepsilon \rightarrow 0} \operatorname{Re}\left\langle(I+P) h_{\varepsilon}, F_{\partial C_{a, R}}\left(I+H_{0}\right) h_{\varepsilon}\right\rangle=\mathrm{i} \operatorname{Re}\left\langle(I+P) h, F_{\partial C_{a, R}}\left(I+H_{0}\right) h\right\rangle . \tag{14}
\end{align*}
$$

Remark. As mentioned at the beginning of this section, a pointwise meaning can be found for the flux density in situations where $f$ and $\nabla f$ are continuous functions on $\mathbb{R}^{3}$. The condition that $f \in D\left(H_{0}\right)$, which is normally assumed here, implies that $f$ is continuous. The continuity of $\nabla f$ is assured for example by the assumption that $f \in D\left(H_{0}^{\nu}\right)$ for some $v>\frac{5}{4}$ (see for example [10, theorem IX.24]). In our applications we have $f=U_{t} g=U_{t} \Omega_{-} f_{\text {in }}=\Omega_{-} U_{t}^{0} f_{\text {in }}$, where $f_{\text {in }}$ is the initial wavefunction in a scattering process, $U_{t}^{0}=\exp \left(-\mathrm{i} H_{0} t\right)$ and $\Omega_{-}$the wave operator at $t=-\infty$ (assumed to exist).

If $f_{\text {in }} \in D\left(H_{0}^{\rho}\right)$ for some $\rho>0$, then $U_{t}^{0} f_{\text {in }} \in D\left(H_{0}^{\rho}\right)$ and $U_{t} \Omega_{-} f_{\text {in }} \in D\left(|H|^{\rho}\right)$. If $D(H)=D\left(H_{0}\right)$, then $f=U_{t} g$ is continuous for each value of $t$. The continuity of $\nabla U_{t} g$ follows from the assumption that $\Omega_{-}$maps $D\left(H_{0}^{\rho}\right)$, for some $\rho>0$, into $D\left(H_{0}^{\kappa}\right)$, for some $\kappa>\frac{5}{4}$. Conditions on the potential $V$ guaranteeing this mapping property of $\Omega_{-}$can be found for example in [11].

## 4. The integrated flux

Let $\mathcal{O}$ again be a smooth hypersurface in $\mathbb{R}^{3}$ and $\left\{U_{t}\right\}_{t \in \mathbb{R}}$ a unitary evolution group. We denote by $I_{\mathcal{O}}(g, T)$ the time integral over the interval $(T, \infty)$ of the flux of $U_{t} g$ through $\mathcal{O}$ :
$I_{\mathcal{O}}(g, T)=\int_{T}^{\infty} \Phi_{\mathcal{O}}\left(U_{t} g\right) \mathrm{d} t=\operatorname{Re} \int_{T}^{\infty}\left\langle(I+P) U_{t} g, F_{\mathcal{O}}\left(I+H_{0}\right) U_{t} g\right\rangle \mathrm{d} t$.
For a doubly truncated admissible cone $C_{a, R}$, this defines in particular $I_{\Sigma_{a}}(g, T), I_{\Sigma_{R}}(g, T)$ and the integrated flux $I_{\Lambda_{a, R}}(g, T)=\sum_{k=1}^{N} I_{\mathcal{O}_{k, R}}(g, T)$ through the lateral surface. We now list a set of conditions which imply that the probability of presence of $U_{t} g$ in $C_{a} \equiv C_{a, \infty}$ at time $t=+\infty$ is identical with the integrated flux $I_{\Sigma_{R}}(g, T)$ across $\Sigma_{R}$, in the limit $R \rightarrow \infty$ (for any finite $T$ ). These conditions are as follows:
(H1) $\lim _{t \rightarrow+\infty}\left\|E\left(x \in C_{a, R}\right) U_{t} g\right\|=0 \quad \forall R \in(a, \infty)$.
(H2) $\lim _{R \rightarrow \infty} \int_{T_{1}}^{T_{2}} \Phi_{\Sigma_{R}}\left(U_{t} g\right) \mathrm{d} t=0 \quad$ if $-\infty<T_{1}<T_{2}<+\infty$.
(H3) $\lim _{T \rightarrow \infty} I_{\Sigma_{a}}(g, T) \equiv \lim _{T \rightarrow \infty} \int_{T}^{\infty} \Phi_{\Sigma_{a}}\left(U_{t} g\right) \mathrm{d} t=0$.
(H4) There are constants $R_{0}>a, t_{0}>0$ and a function $\eta \in L^{1}\left(t_{0}, \infty\right)$ such that $\left|\Phi_{\Lambda_{a, R}}\left(U_{t} g\right)\right| \leqslant \eta(t)$ for each $R \geqslant R_{0}$ and each $t \geqslant t_{0}$.

It is instructive to consider the interpretation of these conditions in terms of propagation properties of states. (H1) will hold if the state $U_{t} g$ is evanescent at large positive times, and (H2) requires that, if $R$ is very large, then the flux through $\Sigma_{R}$ will be small at finite times. The condition (H3), as well as (H4) with $R$ finite, demand a stronger form of evanescence: the flux of $U_{t} g$ through bounded hypersurfaces should be small at large times (think of $\eta$ for example as $\eta(t)=t^{-\mu}$ with $\mu>1$ ). A scattering state is expected to have all these properties. Since such states are asymptotically localized far away from the scattering centre, it is the flux near infinity that matters at large times, and for large $R$ the condition (H4) means that the flux should be essentially radial at large distances from the origin.

Proposition 2. Let $C$ be an admissible cone. Assume that $g \in D(H)$ is such that (H1)(H4) are satisfied and that equation (12) holds (in particular it is assumed that $\Phi_{\Sigma_{a}}\left(U_{t} g\right)$, $\Phi_{\Sigma_{R}}\left(U_{t} g\right)$ and $\Phi_{\Lambda_{a, R}}\left(U_{t} g\right)$ are well defined for each $t \in \mathbb{R}$ and each $\left.R>a\right)$. Then the following limits exist, are finite and equal for any finite $T$ :

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}=\lim _{R \rightarrow \infty} \int_{T}^{\infty} \Phi_{\Sigma_{R}}\left(U_{t} g\right) \mathrm{d} t \equiv \lim _{R \rightarrow \infty} I_{\Sigma_{R}}(g, T) \tag{16}
\end{equation*}
$$

If in addition $\left\|E(|x| \leqslant a) U_{t} g\right\| \rightarrow 0$ as $t \rightarrow+\infty$, then the limits in (16) are equal to $\lim _{t \rightarrow+\infty}\left\|E(x \in C) U_{t} g\right\|^{2}$.

## Proof.

(i) We first deduce some consequences of (H4). From (8) and the second relation in (4), one sees that $F_{\Lambda_{a, R}}$ converges weakly to $F_{\Lambda_{a}}$ as $R \rightarrow \infty$. So $\lim _{R \rightarrow \infty} \Phi_{\Lambda_{a, R}}\left(U_{t} g\right)=$ $\Phi_{\Lambda_{a}}\left(U_{t} g\right)$, by virtue of (7) or (9). Then, by using (H4) and the Lebesgue dominated convergence theorem, we have for $t>t_{0}$ :

$$
\begin{equation*}
\lim _{R \rightarrow \infty} I_{\Lambda_{a, R}}(g, t) \equiv \lim _{R \rightarrow \infty} \int_{t}^{\infty} \Phi_{\Lambda_{a, R}}\left(U_{\tau} g\right) \mathrm{d} \tau=\int_{t}^{\infty} \Phi_{\Lambda_{a}}\left(U_{\tau} g\right) \mathrm{d} \tau \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{t}^{\infty} \Phi_{\Lambda_{a}}\left(U_{\tau} g\right) \mathrm{d} \tau\right| \leqslant \int_{t}^{\infty} \eta(\tau) \mathrm{d} \tau \tag{18}
\end{equation*}
$$

(ii) By using first (H1), then (12) and (10), we obtain

$$
\begin{gather*}
\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}=\lim _{R \rightarrow \infty}\left\|E\left(x \in C_{a, R}\right) U_{t} g\right\|^{2}=-\lim _{R \rightarrow \infty} \int_{t}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} \tau}\left\|E\left(x \in C_{a, R}\right) U_{\tau} g\right\|^{2} \mathrm{~d} \tau \\
=\lim _{R \rightarrow \infty}\left\{I_{\Sigma_{a}}(g, t)+I_{\Sigma_{R}}(g, t)+I_{\Lambda_{a, R}}(g, t)\right\} \tag{19}
\end{gather*}
$$

Since the first limit in (19) exists, by combining (19) with (17), we deduce that $\lim I_{\Sigma_{R}}(g, t)$ as $R \rightarrow \infty$ exists if $t>t_{0}$ and that

$$
\begin{equation*}
\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}=I_{\Sigma_{a}}(g, t)+\lim _{R \rightarrow \infty} I_{\Sigma_{R}}(g, t)+\int_{t}^{\infty} \Phi_{\Lambda_{a}}\left(U_{\tau} g\right) \mathrm{d} \tau \tag{20}
\end{equation*}
$$

Now observe, by (H2), that $\lim _{R \rightarrow \infty} I_{\Sigma_{R}}(g, t)$ is independent of $t$, say $\lim _{R \rightarrow \infty} I_{\Sigma_{R}}(g, t)=\ell$. So the r.h.s. of (16) is equal to $\ell$. Finally, by taking into account (H3) and the inequality (18), and by remembering that $\eta \in L^{1}\left(t_{0}, \infty\right)$, one finds from (20) that $\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}$ converges to $\ell$ as $t \rightarrow+\infty$. It follows immediately that $0 \leqslant \ell \leqslant\|g\|^{2}$. The second half of the proposition is a straightforward consequence.

Having proved (16) for all admissible cones, the result can easily be obtained for a more general class of cones by considering unions or differences of admissible cones. For example if $C$ is a cone that can be subdivided by a finite number of smooth internal surfaces (in fact plane surfaces) into a union of admissible cones $\left\{C_{k}\right\}_{k=1}^{M}$, then (16) holds for $C$ because $\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}=\sum_{k=1}^{M}\left\|E\left(x \in C_{k, a}\right) U_{t} g\right\|^{2}$ and, with the notation $\Sigma_{k, R}=C_{k} \cap S_{R}: \Phi_{\Sigma_{R}}\left(U_{t} g\right)=\sum_{k=1}^{M} \Phi_{\Sigma_{k, R}}\left(U_{t} g\right)$. By a limiting procedure one could also treat certain cones that are subdivisible into a countable union of admissible cones.

Similarly one may pass from admissible cones to another class of non-convex cones: let $C$ be an admissible cone and let $\left\{C_{k}\right\}_{k=1}^{M}$ be pairwise disjoint admissible cones contained in $C$. Let $\hat{C}=C \backslash\left(\cup_{k=1}^{M} C_{k}\right)$. Then, by arguing as above, (16) holds for $\hat{C}$.

The above procedures allow us to treat all reasonably shaped cones, in particular circular cones $\left(\partial \Sigma_{a}\right.$ is a circle), rectangular cones (the intersection of $C$ with some plane not containing the origin is a rectangle), cones having holes (e.g. the cone corresponding to an annular array of counters, where $\Sigma_{R}$ may be the region between two circles on the sphere $S_{R}$ )

## 5. Estimates on the flux for smooth potentials

In this section we verify (16) in the case $U_{t}=\exp (-\mathrm{i} H t)$ and $H=H_{0}+V(\boldsymbol{Q})$, where $V$ is a smooth potential, for a dense subset of vectors $g$ in the absolutely continuous subspace $\mathfrak{H}_{\mathrm{ac}}(\mathrm{H})$ of the Hamiltonian $H$. We assume that $V: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is of class $C^{\infty}$ and that for each multi-index $\alpha$ there is a constant $c_{\alpha}$ such that, for some $\kappa>0$ :

$$
\begin{equation*}
\left|D^{\alpha} V(\boldsymbol{x})\right| \leqslant c_{\alpha}\langle\boldsymbol{x}\rangle^{-\kappa-|\alpha|} \equiv c_{\alpha}\left(1+\boldsymbol{x}^{2}\right)^{-(\kappa+|\alpha|) / 2} \tag{21}
\end{equation*}
$$

Clearly in this case $D(H)=D\left(H_{0}\right)$. We shall use the following results concerning these Hamiltonians.
(P1) The spectrum of $H$ consists of an absolutely continuous part $\sigma_{\mathrm{ac}}(H)=[0, \infty)$ and possibly also a set of eigenvalues in $\left(-c_{0}, 0\right]$, where $c_{0}$ denotes the constant $c_{\alpha}$ for $\alpha=0$. In particular $H$ has no singularly continuous spectrum and no positive eigenvalues.
(P2) If $\psi \in C_{0}^{\infty}(\mathbb{R})$ and $\mu \geqslant 0$, then $\langle Q\rangle^{\mu} \psi(H)\langle Q\rangle^{-\mu} \in \mathcal{B}(\mathfrak{H})$.
(P3) If $z$ belongs to the resolvent set of $H, W \in L^{2}\left(\mathbb{R}^{3}\right)$ and $\mu \in \mathbb{R}$, then the closures of $\langle Q\rangle^{-\mu} W(Q)(H-z)^{-1}\langle Q\rangle^{\mu}$ and $\langle Q\rangle^{-\mu} P_{j}(H-z)^{-1}\langle Q\rangle^{\mu}$ belong to $\mathcal{B}(\mathfrak{H})$.
(P4) Let $\psi \in C_{0}^{\infty}((0, \infty))$ and $0 \leqslant v^{\prime}<\nu$. Then there is a constant $c$ such that for all $t \in \mathbb{R}$ :

$$
\begin{equation*}
\left\|\langle Q\rangle^{-v} e^{-\mathrm{i} H t} \psi(H)\langle Q\rangle^{-v}\right\| \leqslant c(1+|t|)^{-v^{\prime}} . \tag{22}
\end{equation*}
$$

For proofs of these results the reader may consult for example the following references: [12] for (P1), [13, lemmas 2, 5] for (P2), [13, lemma 3] for (P3) and [14, 15 or 16] for (P4).

In what follows let $\omega$ be a fixed number satisfying $\omega>c_{0}+1$. Then $H+\omega>I$ and $\left\|(H+\omega)^{-1}\right\|<1$. We shall use the following commutator identities:

$$
\begin{align*}
& {\left[\varphi(\boldsymbol{Q}),(H+\omega)^{-1}\right]=(H+\omega)^{-1}[H, \varphi(\boldsymbol{Q})](H+\omega)^{-1}} \\
& \quad=(H+\omega)^{-1}\{(\Delta \varphi)(\boldsymbol{Q})-2 \mathrm{i} \boldsymbol{P} \cdot(\nabla \varphi)(\boldsymbol{Q})\}(H+\omega)^{-1} \\
& \quad=(H+\omega)^{-1}\{-(\Delta \varphi)(\boldsymbol{Q})-2 \mathrm{i}(\nabla \varphi)(\boldsymbol{Q}) \cdot \boldsymbol{P}\}(H+\omega)^{-1} \tag{23}
\end{align*}
$$

and (for suitable operators $A$ )

$$
\begin{equation*}
\left[A, U_{t}\right]=-\mathrm{i} U_{t} \int_{0}^{t} U_{-\tau}[A, H] U_{\tau} \mathrm{d} \tau \tag{24}
\end{equation*}
$$

in cases where we use it, the formal relation (24) can be verified on an appropriate domain.
For $\rho \geqslant 0$ we let $\mathcal{D}_{\rho}(H)$ be the following subset of $\mathfrak{H}$ :

$$
\begin{equation*}
\mathcal{D}_{\rho}(H)=\left\{\psi(H)\langle Q\rangle^{-\rho} f \mid \psi \in C_{0}^{\infty}((0, \infty)), f \in \mathfrak{H}\right\} . \tag{25}
\end{equation*}
$$

We shall often write $\mathcal{D}_{\rho}$ for $\mathcal{D}_{\rho}(H)$. One has $\mathcal{D}_{\rho} \subseteq \mathfrak{H}_{\mathrm{ac}}(H) \cap D(H)$ and $\mathcal{D}_{\rho} \subseteq D\left(\langle Q\rangle^{\rho}\right)$ as a consequence of ( P 1 ) and ( P 2 ) respectively. Furthermore $U_{t} \mathcal{D}_{\rho} \subseteq \mathcal{D}_{\rho}$, and it is easy to check that $\mathcal{D}_{\rho}$ is dense in $\mathfrak{H}_{\mathrm{ac}}(H)$. We also observe that $H \mathcal{D}_{\rho} \subseteq \mathcal{D}_{\rho}$ and $\mathcal{D}_{\mu} \subseteq \mathcal{D}_{\rho}$ if $\mu \geqslant \rho$.

We shall use the following consequences of the propagation estimates ( P 4 ): let $g \in \mathcal{D}_{\nu}$, $0 \leqslant \nu^{\prime}<\nu$ and $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{C}$ be such that $|\varphi(\boldsymbol{x})| \leqslant C\langle\boldsymbol{x}\rangle^{-\nu}$ for some constant $C$. Observe that $\theta(H) g=g$ for some $\theta \in C_{0}^{\infty}((0, \infty)$ ) (choose $\theta$ such that $\theta \psi=\psi$ if $\left.g=\psi(H)\langle Q\rangle^{-v} f\right)$. So there is a constant $c$ such that for all $t \in \mathbb{R}$ :

$$
\begin{align*}
& \left\|\langle Q\rangle^{-v} U_{t} g\right\| \leqslant c(1+|t|)^{-v^{\prime}}\left\|\langle Q\rangle^{v} g\right\|  \tag{26}\\
& \left\|\int_{0}^{t} \tau U_{-\tau} \varphi(\boldsymbol{Q}) U_{\tau} g \mathrm{~d} \tau\right\| \leqslant c(1+|t|)^{2-v^{\prime}}\left\|\langle Q\rangle^{v} g\right\| . \tag{27}
\end{align*}
$$

Proposition 3. Let $C$ be an admissible cone. Assume that $V$ satisfies (21) with $\kappa>\frac{2}{3}$. Then (H1)-(H4) are satisfied for each $g \in \mathcal{D}_{\rho}(H)$ if $\rho>\frac{5}{3}$.

Since the proof of proposition 3 is rather long, we split it up into a sequence of lemmas. Some of these require less stringent assumptions on $\kappa$ and $\rho$.
Lemma 2. If $\kappa>0$ and $g \in \mathfrak{H}_{\text {ac }}(H)$, then $\left\|E(|x|<R) U_{t} g\right\| \rightarrow 0$ as $|t| \rightarrow \infty$ for each $R<\infty$. In particular (H1) is satisfied for each $g \in \mathfrak{H}_{\mathrm{ac}}(H)$.
Proof. If $g \in \mathfrak{H}_{\mathrm{ac}}(H)$, then $w-\lim _{|t| \rightarrow \infty} U_{t} g=0$, and the result follows upon observing that $E(|x|<R)$ is $H$-compact.

Lemma 3. If $\kappa>0$ and $g \in D(H)$, then the condition (H2) is satisfied.
Proof. By virtue of the Lebesgue dominated convergence theorem, it suffices to show that there is a constant $c<\infty$ such that $\left|\Phi_{\Sigma_{R}}\left(U_{t} g\right)\right| \leqslant c$ for all $R>1$ and all $t \in \mathbb{R}$ and that $\lim _{R \rightarrow \infty} \Phi_{\Sigma_{R}}\left(U_{t} g\right)=0$ for each fixed $t \in \mathbb{R}$. For this we observe that $\left\|F_{\Sigma_{R}}\right\| \leqslant 40$ for all $R>1$ (the numerical value of the preceding constant is of course irrelevant but can be
obtained by using (8) and (5), the Schwarz inequality for the sum in (8) and the inequality $\left.\left\|P(I+P)\left(I+P^{2}\right)^{-1}\right\|<\frac{5}{4}\right)$. So we have from (7) that, for $R>1$ :

$$
\begin{align*}
\left|\Phi_{\Sigma_{R}}\left(U_{t} g\right)\right| & \leqslant 40\left\|(I+P) U_{t} g\right\|\left\|\left(I+H_{0}\right) U_{t} g\right\| \leqslant 50\left\|\left(I+H_{0}\right) U_{t} g\right\|^{2} \\
& \leqslant 50\left\|\left(I+H_{0}\right)(H+\omega)^{-1}\right\|^{2}\|(H+\omega) g\|^{2} \tag{28}
\end{align*}
$$

which is finite and independent of $R$ and $t$ (we have used the inequality $\|(I+P)(I+$ $\left.P^{2}\right)^{-1} \|<\frac{5}{4}$ ).

Next we choose $\theta: \mathbb{R}^{3} \rightarrow[0,1]$ of class $C^{\infty}$ such that $\theta(\boldsymbol{x})=0$ if $|\boldsymbol{x}|<\frac{1}{4}$ and $\theta(\boldsymbol{x})=1$ if $|\boldsymbol{x}|>\frac{1}{2}$, and we set $\theta_{R}(\boldsymbol{x})=\theta(\boldsymbol{x} / R)$, so that $\theta_{R} \in \Theta_{\Sigma_{R}}$. Then, by using (9), we obtain as above that

$$
\begin{equation*}
\left|\Phi_{\Sigma_{R}}\left(U_{t} g\right)\right| \leqslant 50\left\|\left(I+H_{0}\right) \theta_{R}(\boldsymbol{Q}) U_{t} g\right\|^{2} \tag{29}
\end{equation*}
$$

Now
$\left(I+H_{0}\right) \theta_{R}(\boldsymbol{Q})=\theta\left(\frac{\boldsymbol{Q}}{R}\right)\left(I+H_{0}\right)-\frac{1}{R^{2}}(\Delta \theta)\left(\frac{\boldsymbol{Q}}{R}\right)-\frac{2 \mathrm{i}}{R}(\nabla \theta)\left(\frac{\boldsymbol{Q}}{R}\right) \cdot \boldsymbol{P}$.
When applied to a fixed vector in $D\left(H_{0}\right)$, each term on the r.h.s. of (30) converges strongly to zero as $R \rightarrow \infty$. So $\Phi_{\Sigma_{R}}\left(U_{t} g\right) \rightarrow 0$ as $R \rightarrow \infty$ for each fixed $t \in \mathbb{R}$.

Lemma 4. If $\kappa>0$ and $g \in \mathcal{D}_{\nu}(H)$ with $v>\frac{1}{2}$, then (H3) is satisfied.
Proof. Fix $v^{\prime} \in\left(\frac{1}{2}, v\right)$ and choose $\theta: \mathbb{R}^{3} \rightarrow[0,1]$ of class $C^{\infty}$ such that $\theta(\boldsymbol{x})=1$ if $|\boldsymbol{x}|<a+1$ and $\theta(\boldsymbol{x})=0$ if $|\boldsymbol{x}|>a+2$. Then, as in the preceding proof:

$$
\begin{aligned}
\left|\Phi_{\Sigma_{a}}\left(U_{t} g\right)\right| \leqslant & 4\left\|\Gamma_{\Sigma_{a}}\right\|^{2}\left\|\left(I+H_{0}\right) \theta(\boldsymbol{Q}) U_{t} g\right\|^{2}=4\left\|\Gamma_{\Sigma_{a}}\right\|^{2} \| \theta(\boldsymbol{Q}) U_{t} g+\theta(\boldsymbol{Q}) \\
& \times[H-V(\boldsymbol{Q})] U_{t} g-(\Delta \theta)(\boldsymbol{Q}) U_{t} g-2 \mathrm{i}(\nabla \theta)(\boldsymbol{Q}) \cdot \boldsymbol{P} U_{t} g \|^{2}
\end{aligned}
$$

Since the closures of $\theta(\boldsymbol{Q})\langle Q\rangle^{\nu},(\Delta \theta)(\boldsymbol{Q})\langle Q\rangle^{\nu}$ and $\left(\partial_{j} \theta\right)(\boldsymbol{Q})\langle Q\rangle^{\nu}$ are bounded operators (with norm $\leqslant \hat{c}$, say), one gets from (26) the following bounds for the terms in the last norm:

$$
\begin{aligned}
& \left\|\theta(\boldsymbol{Q}) U_{t} g-\theta(\boldsymbol{Q}) V(\boldsymbol{Q}) U_{t} g-(\Delta \theta)(\boldsymbol{Q}) U_{t} g\right\| \leqslant \hat{c} c\left[2+\|V\|_{\infty}\right](1+|t|)^{-\nu^{\prime}}\left\|\langle Q\rangle^{v} g\right\| \\
& \left\|\theta(\boldsymbol{Q}) H U_{t} g\right\|=\left\|\theta(\boldsymbol{Q}) U_{t} H g\right\| \leqslant \operatorname{constant}(1+|t|)^{-\nu^{\prime}} \\
& \left\|\left(\partial_{j} \theta\right)(\boldsymbol{Q}) P_{j} U_{t} g\right\| \leqslant \hat{c}\left\|\langle Q\rangle^{-v} P_{j}(H+\omega)^{-1}\langle Q\rangle^{\nu}\right\|\left\|\langle Q\rangle^{-v} U_{t}(H+\omega) g\right\| \\
& \quad \leqslant \operatorname{constant}(1+|t|)^{-\nu^{\prime}}
\end{aligned}
$$

where we have used (26), (P3) and the fact that $H g \in \mathcal{D}_{\nu}$ if $g \in \mathcal{D}_{v}$. We conclude that $\left|\Phi_{\Sigma_{a}}\left(U_{t} g\right)\right| \leqslant \operatorname{constant}(1+|t|)^{-2 v^{\prime}}$, which implies (H3).

It remains to prove the validity of ( H 4 ) under the assumptions of proposition 3. To do this, observe that, if $\mathcal{O}$ is a conical two-dimensional surface (in particular if $\mathcal{O}=\mathcal{O}_{k}$ ), then $\sum_{j=1}^{3} n_{j}(\boldsymbol{y}) y_{j} \equiv \boldsymbol{n}(\boldsymbol{y}) \cdot \boldsymbol{y}=0$ for $\boldsymbol{y} \in \mathcal{O}$. In that case an alternative expression for $\Phi_{\mathcal{O}}(f)$ may be obtained as follows (cf (7)):

$$
\begin{align*}
\Phi_{\mathcal{O}}(f) & =2 \operatorname{Re} \sum_{j=1}^{3} \int_{\mathcal{O}} \overline{\left(\gamma_{\mathcal{O}} f\right)(\boldsymbol{y})} n_{j}(\boldsymbol{y})\left\{\gamma_{\mathcal{O}}\left(P_{j}-\lambda Q_{j}\right) f\right\}(\boldsymbol{y}) \mathrm{d} \sigma(\boldsymbol{y}) \\
& =2 \operatorname{Re} \sum_{j=1}^{3}\left\langle(I+P) \theta(\boldsymbol{Q}) f, \Gamma_{\mathcal{O}}^{*} n_{j} \Gamma_{\mathcal{O}}(I+P)\left(P_{j}-\lambda Q_{j}\right) f\right\rangle \tag{31}
\end{align*}
$$

if $\theta \in \Theta_{\mathcal{O}}$ and $\lambda$ is any number. Taking $f=U_{t} g$ and $\lambda=(2 t)^{-1}$, and recalling that $\Lambda_{a, R}=\cup_{k=1}^{N} \mathcal{O}_{k, R}$ modulo a finite number of straight lines, we have (with $\left\|\Gamma_{\mathcal{O} k, R}\right\| \leqslant\left\|\Gamma_{\Lambda_{a}}\right\|$ )
$\left|\Phi_{\Lambda_{a, R}}\left(U_{t} g\right)\right| \leqslant 2 N\left\|\Gamma_{\Lambda_{a}}\right\|^{2}\left\|(I+P) \theta(\boldsymbol{Q}) U_{t} g\right\| \sum_{j=1}^{3}\left\|(I+P)\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g\right\|$.
We shall find that $\left\|(I+P) \theta(\boldsymbol{Q}) U_{t} g\right\| \leqslant \operatorname{constant}(1+|t|)^{-\min \left(\frac{1}{2}, \kappa^{\prime} / 2\right)}$ and $\|(I+P)\left(P_{j}-\right.$ $\left.\frac{Q_{j}}{2 t}\right) U_{t} g \| \leqslant \operatorname{constant}(1+|t|)^{-\min \left(1, \kappa^{\prime}\right)}$ for any $\kappa^{\prime}<\kappa$ and a suitable choice of $\theta$ in $\Theta_{\Lambda_{a}}$ (see lemmas 8 and 6). This implies (H4) for $\kappa>\frac{2}{3}$.
Lemma 5. Let $Y_{t}^{(j)}=2 \int_{0}^{t} \tau U_{-\tau}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\tau} \mathrm{d} \tau$. Then for each $g \in \mathcal{D}_{1}$ one has, for $t>0$ :

$$
\begin{equation*}
\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g=-\frac{1}{2 t} U_{t}\left(Q_{j}+Y_{t}^{(j)}\right) g \tag{33}
\end{equation*}
$$

Proof. By theorem 2.1 of [17] one has $U_{t} g \in D\left(Q_{j}\right)$. From (24) it then follows that

$$
\begin{gather*}
\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g=U_{t} P_{j} g-U_{t} \int_{0}^{t} U_{-\tau}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\tau} g \mathrm{~d} \tau-\frac{1}{2 t} U_{t} Q_{j} g \\
-\frac{1}{t} U_{t} \int_{0}^{t} U_{-\tau} P_{j} U_{\tau} g \mathrm{~d} \tau \tag{34}
\end{gather*}
$$

We deal with the last integral by commuting $P_{j}$ through $U_{\tau}$ (using (24) again) and then integrating by parts with respect to the $\tau$ variable. This gives

$$
\begin{gathered}
\int_{0}^{t} U_{-\tau} P_{j} U_{\tau} g \mathrm{~d} \tau=t P_{j} g-\int_{0}^{t} \mathrm{~d} \tau \int_{0}^{\tau} U_{-\sigma}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\sigma} g \mathrm{~d} \sigma \\
=t P_{j} g-\left.\tau \int_{0}^{\tau} U_{-\sigma}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\sigma} g \mathrm{~d} \sigma\right|_{\tau=0} ^{t}+\int_{0}^{t} \tau U_{-\tau}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\tau} g \mathrm{~d} \tau \\
=t P_{j} g-t \int_{0}^{t} U_{-\sigma}\left(\partial_{j} V\right)(\boldsymbol{Q}) U_{\sigma} g \mathrm{~d} \sigma+\frac{1}{2} Y_{t}^{(j)} g
\end{gathered}
$$

Substituting this expression into (34), we arrive at (33).
Lemma 6. Suppose that $V$ satisfies (21) for some $\kappa>0$. For $g \in D(H)$, set $g_{\omega}=(H+\omega) g$. Then for each $\kappa^{\prime}<\kappa$ there is a constant $c=c\left(\kappa^{\prime}\right)$ such that for all $g \in \mathcal{D}_{\kappa+1}(H)$ :
$\left\|(I+P)\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g\right\| \leqslant c(1+|t|)^{-\min \left(1, \kappa^{\prime}\right)}\left[\left\|\langle Q\rangle^{\kappa+1} g\right\|+\left\|\langle Q\rangle^{\kappa+1}(H+\omega) g\right\|\right]$.
Proof.
(i) Let $Y_{t}^{(j)}$ be as in lemma 5. The norm of $Y_{t}^{(j)} g$ may be estimated using (27) with $\varphi=\partial_{j} V$ and $\nu=\kappa+1$ :

$$
\begin{equation*}
\left\|Y_{t}^{(j)} g\right\| \leqslant c_{j}(1+|t|)^{1-\kappa^{\prime}}\left\|\langle Q\rangle^{\kappa+1} g\right\| \tag{36}
\end{equation*}
$$

Here $c_{j}$ is a constant depending also on $\kappa^{\prime}$ (note that $\left\|Y_{t}^{(j)}\right\|$ is uniformly bounded in $t$ if $V$ is a short range potential, i.e. in the case $\kappa>1$ ).
(ii) From (33) and (36) we now have:

$$
\begin{equation*}
\left\|\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g\right\| \leqslant \frac{1}{2 t}\left[\left\|Q_{j} g\right\|+\left\|Y_{t}^{(j)} g\right\|\right] \leqslant c(1+|t|)^{-\min \left(1, \kappa^{\prime}\right)}\left\|\langle Q\rangle^{\kappa+1} g\right\| \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{k}\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g\right\| \leqslant \frac{1}{2 t}\left[\left\|P_{k} U_{t} Q_{j}(H+\omega)^{-1} g_{\omega}\right\|+\left\|P_{k} U_{t} Y_{t}^{(j)}(H+\omega)^{-1} g_{\omega}\right\|\right] . \tag{38}
\end{equation*}
$$

The norms on the r.h.s. of (38) are handled by commuting $(H+\omega)^{-1}$ through $Q_{j}$ and $Y_{t}^{(j)}$ respectively (using (23)), to give in the first instance

$$
\left\|P_{k} U_{t} Q_{j}(H+\omega)^{-1} g_{\omega}\right\| \leqslant\left\|P_{k}(H+\omega)^{-1}\right\|\left\|Q_{j} g_{\omega}\right\|+\left\|P_{k}(H+\omega)^{-1}\right\|\left\|\left[Q_{j}, H\right] g\right\|
$$

Since $\left[Q_{j}, H\right]=2 \mathrm{i} P_{j}$ and $P_{k}(H+\omega)^{-1} \in \mathcal{B}(\mathfrak{H})$, the r.h.s. of this inequality is finite. For the following norm we have

$$
\begin{aligned}
&\left\|P_{k} U_{t} Y_{t}^{(j)}(H+\omega)^{-1} g_{\omega}\right\| \leqslant\left\|P_{k}(H+\omega)^{-1}\right\|\left\|Y_{t}^{(j)} g_{\omega}\right\|+2\left\|P_{k}(H+\omega)^{-1 / 2}\right\| \\
& \times\left\|(H+\omega)^{-1 / 2} \int_{0}^{t} \tau \mathrm{~d} \tau U_{-\tau}\left[\left(\partial_{j} \Delta V\right)(\boldsymbol{Q})-2 \mathrm{i} \sum_{\ell=1}^{3} P_{\ell}\left(\partial_{j} \partial_{\ell} V\right)(\boldsymbol{Q})\right] U_{\tau} g\right\| .
\end{aligned}
$$

By (36) the first summand on the r.h.s. is $\leqslant \operatorname{constant}(1+|t|)^{1-\kappa^{\prime}}\left\|\langle Q\rangle^{\kappa+1} g_{\omega}\right\|$. Since $P_{k}(H+\omega)^{-1 / 2}=P_{k}\left(H_{0}+\omega\right)^{-1 / 2} \cdot\left(H_{0}+\omega\right)^{1 / 2}(H+\omega)^{-1 / 2}$ is bounded, the second summand on the r.h.s. is bounded by a constant multiple of
$\int_{0}^{t} \tau \mathrm{~d} \tau\left\|\left(\partial_{j} \Delta V\right)(\boldsymbol{Q}) U_{\tau} g\right\|+2 \sum_{\ell=1}^{3}\left\|P_{\ell}(H+\omega)^{-1 / 2}\right\| \cdot \int_{0}^{t} \tau \mathrm{~d} \tau\left\|\left(\partial_{j} \partial_{\ell} V\right)(\boldsymbol{Q}) U_{\tau} g\right\|$.
With $\left|\left(\partial_{j} \Delta V\right)(\boldsymbol{x})\right|+\left|\left(\partial_{j} \partial_{\ell} V\right)(\boldsymbol{x})\right| \leqslant c\langle\boldsymbol{x}\rangle^{-\kappa-2} \leqslant c\langle\boldsymbol{x}\rangle^{-\kappa-1}$, we see from (26) that the preceding sum is $\leqslant \operatorname{constant}(1+|t|)^{1-\kappa^{\prime}}\left\|\langle Q\rangle^{\kappa+1} g\right\|$.

Putting together the above estimates, one arrives at (35). (Observe that $\left\|P_{j} g\right\| \leqslant$ $c\|(H+\omega) g\|$ and recall that $\left.\|P f\|^{2}=\sum_{j=1}^{3}\left\|P_{j} f\right\|^{2}\right)$.
Lemma 7. Let $C$ be an admissible cone, $\xi$ a unit vector in the interior of $C$ and $\sigma>0$. Let $C(\sigma)=\left\{\boldsymbol{x} \in \mathbb{R}^{3} \mid \boldsymbol{x}=\boldsymbol{y}+\mu \xi, \boldsymbol{y} \in \partial C,-\sigma<\mu<\sigma\right\}$ be the domain in $\mathbb{R}^{3}$ obtained by translating $\partial C$ along $\xi$ by distances less than $\sigma$. Let $\beta>\frac{1}{2}$. Then there is a finite constant $c$ such that for each bounded function $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{C}$ with support in $C(\sigma)$ and for all $t \in \mathbb{R}$ (with $U_{t}^{0}=\exp \left(-i H_{0} t\right)$ ):

$$
\begin{equation*}
\left\|\varphi(\boldsymbol{Q}) U_{t}^{0}(I+|\xi \cdot \boldsymbol{Q}|)^{-\beta}\right\| \leqslant c\|\varphi\|_{\infty}(1+|t|)^{-1 / 2} \tag{39}
\end{equation*}
$$

Proof. We choose a Cartesian coordinate system such that the 3 -axis is along $\xi$, so that $\xi \cdot \boldsymbol{Q}=Q_{3}$. We shall use the Dollard decomposition of $\exp \left(-\mathrm{i} P_{3}^{2} t\right)$, given for $t>0$ by $\exp \left(-\mathrm{i} P_{3}^{2} t\right)=Z_{t} G_{t} Z_{t}$ with

$$
\left(Z_{t} f\right)(\boldsymbol{x})=\mathrm{e}^{\mathrm{i} x_{3}^{2} / 4 t} f(\boldsymbol{x}) \quad\left(G_{t} f\right)(\boldsymbol{x})=(2 \mathrm{i} t)^{-1 / 2} \int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} u x_{3} / 2 t} f\left(x_{1}, x_{2}, u\right) \mathrm{d} u
$$

Since $P_{1}$ and $P_{2}$ commute with $Q_{3}$, we have

$$
\begin{gathered}
\left\|\varphi(\boldsymbol{Q}) U_{t}^{0}\left(I+\left|Q_{3}\right|\right)^{-\beta}\right\| \leqslant\|\varphi\|_{\infty}\left\|E(\boldsymbol{x} \in C(\sigma)) \mathrm{e}^{-\mathrm{i} P_{3}^{2} t}\left(I+\left|Q_{3}\right|\right)^{-\beta}\right\| \\
=\|\varphi\|_{\infty}\left\|E(\boldsymbol{x} \in C(\sigma)) G_{t}\left(I+\left|Q_{3}\right|\right)^{-\beta}\right\|
\end{gathered}
$$

For fixed $x_{1}, x_{2}$, let $S\left(x_{1}, x_{2}\right)=\left\{x_{3} \in \mathbb{R} \mid \boldsymbol{x} \equiv\left(x_{1}, x_{2}, x_{3}\right) \in C(\sigma)\right\}$ be the set of points in $C(\sigma)$ on the line parallel to the 3 -axis passing through the point $\left(x_{1}, x_{2}, 0\right)$. Since $C$ is convex, $S\left(x_{1}, x_{2}\right)$ is an interval of length $2 \sigma$. So, by using the Schwarz inequality in the integral with respect to $u$ below, we have for $t>0$ :

$$
\begin{aligned}
&\left\|E(\boldsymbol{x} \in C(\sigma)) G_{t}\left(I+\left|Q_{3}\right|\right)^{-\beta} f\right\|^{2} \\
&=\frac{1}{2 t} \int_{-\infty}^{\infty} \mathrm{d} x_{1} \int_{-\infty}^{\infty} \mathrm{d} x_{2} \int_{S\left(x_{1}, x_{2}\right)} \mathrm{d} x_{3}\left|\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} u x_{3} / 2 t}(1+|u|)^{-\beta} f\left(x_{1}, x_{2}, u\right) \mathrm{d} u\right|^{2} \\
& \leqslant \frac{1}{2 t} \int_{-\infty}^{\infty} \mathrm{d} x_{1} \int_{-\infty}^{\infty} \mathrm{d} x_{2} \int_{S\left(x_{1}, x_{2}\right)} \mathrm{d} x_{3} \int_{-\infty}^{\infty} \mathrm{d} u\left|f\left(x_{1}, x_{2}, u\right)\right|^{2}\left\|(1+|x|)^{-\beta}\right\|_{L^{2}(\mathbb{R})}^{2} \\
&=\frac{\sigma}{t}\|f\|^{2}\left\|(1+|x|)^{-\beta}\right\|_{L^{2}(\mathbb{R})}^{2} .
\end{aligned}
$$

This implies (39) with $c=\left\{1+\sigma\left\|(1+|x|)^{-\beta}\right\|_{L^{2}(\mathbb{R})}^{2}\right\}^{1 / 2}$.
If $C$ is an admissible cone, then $C(\sigma)$ forms a neighbourhood of $\Lambda_{a}$. In particular there are functions in $\Theta_{\Lambda_{a}}$ having support in $C(\sigma)$. Then we have
Lemma 8. Let $C$ be an admissible cone and $\theta$ a function in $\Theta_{\Lambda_{a}}$ with support in $C(\sigma)$ for some $\sigma>0$. Suppose that $V$ satisfies (21) for some $\kappa>0$, and let $0 \leqslant \kappa^{\prime}<\kappa$. Then there is a finite constant $c$ such that for each $g \in \mathcal{D}_{\kappa+1}(H)$ :
$\left\|(I+P) \theta(Q) U_{t} g\right\| \leqslant c(1+|t|)^{-\min \left(1 / 2, \kappa^{\prime} / 2\right)}\left[\left\|\langle Q\rangle^{\kappa+1} g\right\|+\left\|\langle Q\rangle^{\kappa+1}(H+\omega) g\right\|\right]$.
Proof. The proof will introduce two parameters $\beta$ and $\kappa_{0}$, with $\frac{1}{2}<\beta \leqslant 1$ and $\kappa_{0}<\kappa$, the appropriate values of $\beta$ and $\kappa_{0}$ to be determined later.
(i) We begin with an auxiliary estimate. Using the relation $\left[Q_{j}, U_{-t}^{0}\right]=-2 t U_{-t}^{0} P_{j}$ and the bound (37), we have, for some constant $c$ :

$$
\begin{equation*}
\left\|Q_{j} U_{-t}^{0} U_{t} g\right\|=\left\|2 t U_{-t}^{0}\left(P_{j}-\frac{Q_{j}}{2 t}\right) U_{t} g\right\| \leqslant c(1+|t|)^{\max \left(0,1-\kappa_{0}\right)}\left\|\langle Q\rangle^{\kappa+1} g\right\| . \tag{41}
\end{equation*}
$$

Hence, for any unit vector $\xi$, we have

$$
\left\||\xi \cdot Q| U_{-t}^{0} U_{t} g\right\| \leqslant \sum_{j=1}^{3}\left\|Q_{j} U_{-t}^{0} U_{t} g\right\| \leqslant 3 c(1+|t|)^{\max \left(0,1-\kappa_{0}\right)}\left\|\langle Q\rangle^{\kappa+1} g\right\|
$$

and by interpolation:

$$
\begin{equation*}
\left\||\xi \cdot \boldsymbol{Q}|^{\beta} U_{-t}^{0} U_{t} g\right\| \leqslant \operatorname{constant}(1+|t|)^{\max \left(0, \beta-\beta \kappa_{0}\right)}\left\|\langle Q\rangle^{\kappa+1} g\right\| . \tag{42}
\end{equation*}
$$

(ii) Now let $\xi$ be as in lemma 7. From the inequality $\left(a_{1}+a_{2}\right)^{\beta} \leqslant a_{1}^{\beta}+a_{2}^{\beta}$ for $a_{1}, a_{2} \geqslant 0$, $0<\beta \leqslant 1$ and from (39), (42) we find that

$$
\begin{aligned}
\left\|\theta(\boldsymbol{Q}) U_{t} g\right\| & \leqslant\left\|\theta(\boldsymbol{Q}) U_{t}^{0}(I+|\xi \cdot \boldsymbol{Q}|)^{-\beta}\right\|\left\|(I+|\xi \cdot \boldsymbol{Q}|)^{\beta} U_{-t}^{0} U_{t} g\right\| \\
& \leqslant c\|\theta\|_{\infty}(1+|t|)^{-1 / 2}\left[\|g\|+\left\||\xi \cdot \boldsymbol{Q}|^{\beta} U_{-t}^{0} U_{t} g\right\|\right] \\
& \leqslant \tilde{c}(1+|t|)^{-\min \left(1 / 2,1 / 2-\beta+\beta \kappa_{0}\right)}\left\|\langle Q\rangle^{\kappa+1} g\right\| .
\end{aligned}
$$

Now choose $\beta$ and $\kappa_{0}$ such that the preceding estimate agrees with that shown in (40). If $\kappa^{\prime} \geqslant 1$, take $\beta=1$ and $\kappa_{0}=\kappa^{\prime}$; then $\min \left(\frac{1}{2}, \frac{1}{2}-\beta+\beta \kappa_{0}\right)=\frac{1}{2}=\min \left(\frac{1}{2}, \frac{\kappa^{\prime}}{2}\right)$. If $\kappa^{\prime}<1$, take $\kappa_{0}=\frac{1}{2}\left[\kappa^{\prime}+\min (1, \kappa)\right]$ and $\beta=\frac{1}{2}\left(1-\kappa^{\prime}\right)\left(1-\kappa_{0}\right)^{-1}$. Then $\beta \in\left(\frac{1}{2}, 1\right], \kappa_{0} \in\left(\kappa^{\prime}, \min (1, \kappa)\right)$ and $\frac{1}{2}-\beta+\beta \kappa_{0}=\frac{\kappa^{\prime}}{2}$.
(iii) It remains to carry out similar estimates for $\left\|P \theta(\boldsymbol{Q}) U_{t} g\right\| \leqslant \sum_{j=1}^{3}\left\|P_{j} \theta(\boldsymbol{Q}) U_{t} g\right\|$. Writing $g=(H+\omega)^{-1} g_{\omega}$ and commuting $\theta(\boldsymbol{Q})$ through $(H+\omega)^{-1}$, as in the proof of lemma 6, gives

$$
\begin{aligned}
\left\|P_{j} \theta(\boldsymbol{Q}) U_{t} g\right\| & \leqslant\left\|P_{j}(H+\omega)^{-1} \theta(\boldsymbol{Q}) U_{t} g_{\omega}\right\|+\| P_{j}(H+\omega)^{-1}[(\Delta \theta)(\boldsymbol{Q}) \\
& \left.-2 \mathrm{i} \sum_{\ell=1}^{3} P_{\ell}\left(\partial_{\ell} \theta\right)(\boldsymbol{Q})\right] U_{t} g \| \\
\leqslant & \left\|P_{j}(H+\omega)^{-1}\right\|\left[\left\|\theta(\boldsymbol{Q}) U_{t} g_{\omega}\right\|+\left\|(\Delta \theta)(\boldsymbol{Q}) U_{t} g\right\|\right] \\
& +2\left\|P_{j}(H+\omega)^{-1 / 2}\right\| \sum_{\ell=1}^{3}\left\|P_{\ell}(H+\omega)^{-1 / 2}\right\|\left\|\left(\partial_{\ell} \theta\right)(\boldsymbol{Q}) U_{t} g\right\| .
\end{aligned}
$$

Since supp $\Delta \theta \subset C(\sigma)$ and $\operatorname{supp} \partial_{\ell} \theta \subset C(\sigma)$, the result of (ii) (first for the function $\theta$, then with $\theta$ replaced by $\Delta \theta$ and by $\partial_{\ell} \theta$ respectively) allows us to majorize the above expression by

$$
\text { constant }(1+|t|)^{-\min \left(1 / 2, \kappa^{\prime} / 2\right)}\left[\left\|\langle Q\rangle^{\kappa+1} g\right\|+\left\|\langle Q\rangle^{\kappa+1} g_{\omega}\right\|\right] .
$$

## Remarks.

(a) Lemmas 6 and 8 lead to estimates of $\Phi_{\Lambda_{a}}\left(U_{t} g\right)$ in terms of $\left\|\langle Q\rangle^{\kappa+1} g\right\|$ and $\left\|\langle Q\rangle^{\kappa+1}(H+\omega) g\right\|$, whereas in proposition 3 we required only that $g \in \mathcal{D}_{\rho}$ for some $\rho>\frac{5}{3}$ (so $\rho$ could be less than $\kappa+1$ if $\kappa$ is large). To see that the condition $g \in \mathcal{D}_{\rho}$ for some $\rho>\frac{5}{3}$ is sufficient, it is enough to observe that, if $V$ satisfies (21) for some $\kappa$, then it also satisfies these inequalities with $\kappa$ replaced by $\min (\kappa, \rho-1)$, in which case lemmas 6 and 8 may be applied with $\kappa$ replaced by $\min (\kappa, \rho-1)$.
(b) If $V$ is a short range potential, so that $\kappa>1$, we may take $\kappa^{\prime}>1$ in lemmas 6 and 8 and deduce that $\left|\Phi_{\Lambda_{a, R}}\left(U_{t} g\right)\right| \leqslant c(1+|t|)^{-3 / 2}$.
(c) Proposition 2 was formulated in terms of a limit $t \rightarrow+\infty$. It is clear, under the assumptions on $V$ and $g$ stated in proposition 3, that a similar result holds for the limit of negative times, namely

$$
\begin{equation*}
\lim _{t \rightarrow-\infty}\left\|E\left(x \in C_{a}\right) U_{t} g\right\|^{2}=-\lim _{R \rightarrow \infty} \int_{-\infty}^{T} \Phi_{\Sigma_{R}}\left(U_{t} g\right) \mathrm{d} t . \tag{43}
\end{equation*}
$$

## 6. The flux for singular potentials

In this section we shall extend the results of proposition 3 to a class of potentials having local singularities. We consider potentials $V$ that may be expressed in the form $V=V_{1}+V_{2}+V_{3}$, where $V_{1}$ is smooth, $V_{2}$ contains square-integrable local singularities and $V_{3}$ may have arbitrary singularities on a bounded closed set $\mathcal{G}$ of measure zero in $\mathbb{R}^{3}$ (a specially important case is that in which $\mathcal{G}=\{0\}: V_{3}$ may then have an arbitrary singularity at the origin). If $V_{3} \neq 0$, the Hamiltonian need not be uniquely defined as a self-adjoint operator.

Our assumptions on $V=V_{1}+V_{2}+V_{3}$ are as follows: $V_{k}(k=1,2,3)$ are real-valued functions on $\mathbb{R}^{3}$ such that
(V1) $V_{1}$ is of class $C^{\infty}$ and satisfies (21) for some $\kappa>0$ (later we shall assume $\kappa>\frac{2}{3}$ as before),
(V2) $\left(1+x^{2}\right)^{\sigma / 2} V_{2} \in L^{2}\left(\mathbb{R}^{3}\right)$ for some $\sigma>2$,
(V3) there is a number $r_{0}>0$, and a closed set $\mathcal{G}$ of measure zero, with $\mathcal{G} \subset B_{r_{0}} \equiv$ $\left\{\boldsymbol{x} \in \mathbb{R}^{3}| | \boldsymbol{x} \mid \leqslant r_{0}\right\}$, such that $V_{3}(\boldsymbol{x})=0$ if $|\boldsymbol{x}|>r_{0}$ and $V_{3} \in L_{\mathrm{loc}}^{2}\left(B_{r_{0}} \backslash \mathcal{G}\right)$.

We set $H_{1}=H_{0}+V_{1}(\boldsymbol{Q})$ and let $H$ be an arbitrary self-adjoint extension of the symmetric operator $\hat{H}=H_{0}+V_{1}(\boldsymbol{Q})+V_{2}(\boldsymbol{Q})+V_{3}(\boldsymbol{Q})$ defined on $\mathcal{S}_{\mathcal{G}}=\left\{f \in \mathcal{S}\left(\mathbb{R}^{3}\right) \mid f=\right.$ 0 in some neighbourhood of $\mathcal{G}\}$. If $V_{3}=0$, we take $H$ to be the unique self-adjoint operator $H_{0}+V_{1}(\boldsymbol{Q})+V_{2}(\boldsymbol{Q})$ defined on $D\left(H_{0}\right)$, i.e. $D(H)=D\left(H_{0}\right)$. If $V_{3} \neq 0$, the domain of $H$ (for any self-adjoint extension of $\hat{H}$ ) coincides with that of $H_{0}$ away from the set $\mathcal{G}$, in the sense that if $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{C}$ is of class $C^{\infty}$, such that $\varphi, \partial_{j} \varphi$ and $\Delta \varphi$ are bounded and $\varphi=0$ in some neighbourhood of $\mathcal{G}$, then

$$
\begin{align*}
& f \in D(H) \Rightarrow \varphi(\boldsymbol{Q}) f \in D\left(H_{0}\right) \cap D(V(\boldsymbol{Q})) \cap D(H)  \tag{44}\\
& H \varphi(\boldsymbol{Q}) f=H_{0} \varphi(\boldsymbol{Q}) f+V(\boldsymbol{Q}) \varphi(\boldsymbol{Q}) f .
\end{align*}
$$

In particular:

$$
\begin{equation*}
H_{0} \varphi(\boldsymbol{Q})(H+\mathrm{i})^{-1} \in \mathcal{B}(\mathfrak{H}) \tag{45}
\end{equation*}
$$

see, for example, [18, lemma 2] or [1, proposition 2.34, corollary 2.35] (the proofs given in [1] can easily be adapted to the present situation).

In order to deal with the singularities of $V_{3}$, we introduce a cut-off function $\eta \in C^{\infty}\left(\mathbb{R}^{3}\right)$ as follows: fix $a>r_{0}$ and let $\eta(\boldsymbol{x})=1$ if $|\boldsymbol{x}|>a-\left(a-r_{0}\right) / 3, \eta(\boldsymbol{x})=0$ if $|\boldsymbol{x}|<r_{0}+\left(a-r_{0}\right) / 3$ and $0 \leqslant \eta(\boldsymbol{x}) \leqslant 1$ otherwise. It is clear that $\eta \in \Theta_{\partial C_{a}}$ and that $H_{0} \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1} \in \mathcal{B}(\mathfrak{H})$. Also $V_{3}(\boldsymbol{Q}) \eta(\boldsymbol{Q})=0$.

Let $U_{t}=\exp (-\mathrm{i} H t)$ and $U_{t}^{1}=\exp \left(-\mathrm{i} H_{1} t\right)$. We note that all results obtained in section 5 are valid for $U_{t}^{1}$. We shall use the relative wave operators $W_{ \pm}=s-$ $\lim _{t \rightarrow \pm \infty} U_{-t} U_{t}^{1} E_{\mathrm{ac}}\left(H_{1}\right)$, where $E_{\text {ac }}\left(H_{1}\right)$ is the orthogonal projection in $\mathfrak{H}$ with range $\mathfrak{H}_{\mathrm{ac}}\left(H_{1}\right)$. The limits defining $W_{ \pm}$exist if $V$ satisfies (V1)-(V3), and $W_{ \pm}$map $\mathfrak{H}$ into $\mathfrak{H}_{\text {ac }}(H)$. If $V_{3} \neq 0, W_{ \pm}$need not be complete, i.e. their ranges need not be equal to $\mathfrak{H}_{\text {ac }}(H)$. This point will be discussed at the end of this section.

Since $I-\eta(\boldsymbol{Q})$ is $H_{1}$-compact, i.e. $[I-\eta(\boldsymbol{Q})]\left(H_{1}+\mathrm{i}\right)^{-1}$ is a compact operator in $\mathfrak{H}$, one has $s-\lim _{t \rightarrow \pm \infty}[I-\eta(Q)] U_{t}^{1} E_{\mathrm{ac}}\left(H_{1}\right)=0$, so that

$$
\begin{equation*}
W_{ \pm}=s-\lim _{t \rightarrow \pm \infty} U_{-t} U_{t}^{1} E_{\mathrm{ac}}\left(H_{1}\right)=s-\lim _{t \rightarrow \pm \infty} U_{-t} \eta(\boldsymbol{Q}) U_{t}^{1} E_{\mathrm{ac}}\left(H_{1}\right) \tag{46}
\end{equation*}
$$

We shall need the following estimate.
Lemma 9. Suppose that $V$ satisfies (V1)-(V3). Let $f \in \mathcal{D}_{v}\left(H_{1}\right)$ for some $v>1$, and let $1<\nu^{\prime}<\min (\nu, \sigma)$. Then there is a constant $c<\infty$ such that for all $t>0$ :
$\left\|U_{t} W_{+} f-\eta(\boldsymbol{Q}) U_{t}^{1} f\right\|+\left\|H_{0} \eta(\boldsymbol{Q})\left[U_{t} W_{+} f-\eta(\boldsymbol{Q}) U_{t}^{1} f\right]\right\| \leqslant c(1+|t|)^{1-\nu^{\prime}}$.
Remark. The inequality $\left\|\frac{\mathrm{d}}{\mathrm{d} t} U_{-t} \eta(\boldsymbol{Q}) U_{t}^{1} f\right\| \leqslant c(1+|t|)^{-\nu^{\prime}}$ obtained in the proof below implies in particular the existence of $W_{ \pm}$.
Proof. We set $f_{i}=\left(H_{1}+\mathrm{i}\right) f$.
(i) Taking note of (44) with $\varphi=\eta$, we obtain

$$
\begin{align*}
\| U_{t} W_{+} f- & \eta(\boldsymbol{Q}) U_{t}^{1} f\|=\| W_{+} f-U_{-t} \eta(\boldsymbol{Q}) U_{t}^{1} f\|=\| \int_{t}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} \tau} U_{-\tau} \eta(\boldsymbol{Q}) U_{\tau}^{1} f \mathrm{~d} \tau \| \\
& \leqslant \int_{t}^{\infty}\left\|\left[H \eta(\boldsymbol{Q})-\eta(\boldsymbol{Q}) H_{1}\right] U_{\tau}^{1} f\right\| \mathrm{d} \tau \tag{48}
\end{align*}
$$

Now

$$
\left\|\left[H \eta(\boldsymbol{Q})-\eta(\boldsymbol{Q}) H_{1}\right] U_{\tau}^{1} f\right\|=\left\|\left[-(\Delta \eta)(\boldsymbol{Q})-2 \mathrm{i}(\nabla \eta)(\boldsymbol{Q}) \cdot \boldsymbol{P}+V_{2}(\boldsymbol{Q}) \eta(\boldsymbol{Q})\right] U_{\tau}^{1} f\right\|
$$

As in the proof of lemma 4, we have for any $\nu^{\prime}<v$ :

$$
\left\|(\Delta \eta)(\boldsymbol{Q}) U_{\tau}^{1} f\right\|+\left\|\left(\partial_{j} \eta\right)(\boldsymbol{Q}) P_{j} U_{\tau}^{1} f\right\| \leqslant \operatorname{constant}(1+|\tau|)^{-v^{\prime}}
$$

Furthermore, if $\mathcal{V}_{2} \in L^{2}\left(\mathbb{R}^{3}\right)$ is defined as $\mathcal{V}_{2}(\boldsymbol{x})=\langle\boldsymbol{x}\rangle^{\sigma} V_{2}(\boldsymbol{x})$ and $\left(H_{1}+\mathrm{i}\right) f=f_{i}$, then

$$
\left\|V_{2}(\boldsymbol{Q}) \eta(\boldsymbol{Q}) U_{\tau}^{1} f\right\| \leqslant\left\|\langle Q\rangle^{-\sigma} \mathcal{V}_{2}(\boldsymbol{Q})\left(H_{1}+\mathrm{i}\right)^{-1}\langle Q\rangle^{\sigma}\right\|\left\|\langle Q\rangle^{-\sigma} U_{\tau}^{1} f_{i}\right\|
$$

The finiteness of the first norm on the r.h.s. follows from property (P3) in section 5 , and by (26) the second norm does not exceed constant $(1+|\tau|)^{-\nu^{\prime}}$ if $\nu^{\prime}<\min (\nu, \sigma)$. So we have for $t>0$ :

$$
\begin{equation*}
\left\|\left[H \eta(\boldsymbol{Q})-\eta(\boldsymbol{Q}) H_{1}\right] U_{\tau}^{1} f\right\| \leqslant \operatorname{constant}(1+|\tau|)^{-\nu^{\prime}} . \tag{49}
\end{equation*}
$$

Substituting into (48) gives the bound for the first term on the l.h.s. of (47).
(ii) From the intertwining property $\psi(H) W_{+}=W_{+} \psi\left(H_{1}\right)$, we have

$$
\begin{gathered}
H_{0} \eta(\boldsymbol{Q})\left[U_{t} W_{+} f-\eta(\boldsymbol{Q}) U_{t}^{1} f\right]=H_{0} \eta(\boldsymbol{Q})\left[(H+\mathrm{i})^{-1} U_{t} W_{+} f_{i}-\eta(\boldsymbol{Q})\left(H_{1}+\mathrm{i}\right)^{-1} U_{t}^{1} f_{i}\right] \\
= \\
\quad H_{0} \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}\left[U_{t} W_{+} f_{i}-\eta(\boldsymbol{Q}) U_{t}^{1} f_{i}\right] \\
\quad+H_{0} \eta(\boldsymbol{Q})\left[(H+\mathrm{i})^{-1} \eta(\boldsymbol{Q})-\eta(\boldsymbol{Q})\left(H_{1}+\mathrm{i}\right)^{-1}\right] U_{t}^{1} f_{i}
\end{gathered}
$$

As $H_{0} \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1} \in \mathcal{B}(\mathfrak{H})$, the norm of the first summand on the r.h.s. is $\leqslant$ constant $(1+|t|)^{1-\nu^{\prime}}$ by the result of (i). The second summand may be rewritten in the form

$$
\begin{aligned}
& H_{0} \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}\left[\eta(\boldsymbol{Q}) H_{1}-H \eta(\boldsymbol{Q})\right]\left(H_{1}+\mathrm{i}\right)^{-1} U_{t}^{1} f_{i} \\
& \quad=H_{0} \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}\left[\eta(\boldsymbol{Q}) H_{1}-H \eta(\boldsymbol{Q})\right] U_{t}^{1} f
\end{aligned}
$$

so that by (49) the norm of this expression is bounded by constant $(1+|t|)^{-\nu^{\prime}}$. These bounds may be used to estimate the second term on the l.h.s. of (47).

Theorem. Let $C$ be an admissible cone. Suppose that the potential $V$ satisfies (V1)-(V3) with $\kappa>\frac{2}{3}$ in (V1). Then ( H 1$)-(\mathrm{H} 4)$ are satisfied for each vector $g$ of the form $g=W_{+} f$ provided $f \in \mathcal{D}_{\rho}\left(H_{1}\right)$ for some $\rho>2$. For these vectors $g$ the limits in (16) exist and are finite and equal.

Proof. We first prove (H1)-(H4) by using the following expression for the flux:

$$
\begin{equation*}
\Phi_{\mathcal{O}}\left(U_{t} g\right)=\operatorname{Re}\left\langle(I+P) \eta(\boldsymbol{Q}) U_{t} g, F_{\mathcal{O}}\left(I+H_{0}\right) \eta(\boldsymbol{Q}) U_{t} g\right\rangle \tag{50}
\end{equation*}
$$

where $\mathcal{O}=\Sigma_{a}, \Sigma_{R}, \Lambda_{a, R}$ or $\partial C_{a, R}$. We shall justify (50) in part (iv) of the proof.
(i) We have $f \in \mathfrak{H}_{\mathrm{ac}}\left(H_{1}\right)$, so that $g=W_{+} f \in \mathfrak{H}_{\mathrm{ac}}(H)$. To obtain (H1), it is enough to observe that $E\left(\boldsymbol{x} \in C_{a, R}\right)(H+\mathrm{i})^{-1}=E\left(\boldsymbol{x} \in C_{a, R}\right)\left(H_{0}+1\right)^{-1} \cdot\left(H_{0}+1\right) \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}$ is the product of a compact and a bounded operator, hence compact (cf the proof of lemma 2).
(ii) The proof of (H2) is almost identical with that of lemma 3. By using (50) with $\mathcal{O}=\Sigma_{R}$, one obtains instead of (28) the inequality

$$
\left|\Phi_{\Sigma_{R}}\left(U_{t} g\right)\right| \leqslant 50\left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}\right\|^{2}\|(H+\mathrm{i}) g\|^{2} .
$$

This is finite since $g \in D(H)$. In (29) $\theta_{R}(\boldsymbol{Q})$ is replaced by $\theta_{R}(\boldsymbol{Q}) \eta(\boldsymbol{Q})$, so that (30) must be applied to vectors of the form $\eta(\boldsymbol{Q}) h$ with $h \in D(H)$ (by (44) such vectors belong to $D\left(H_{0}\right)$, hence also to $\left.D\left(P_{j}\right)\right)$.
(iii) For $\mathcal{O}=\Sigma_{a}$ or $\mathcal{O}=\Lambda_{a, R}$ we write

$$
\Phi_{\mathcal{O}}\left(U_{t} g\right)=\Phi_{\mathcal{O}}\left(U_{t}^{1} f\right)+\left[\Phi_{\mathcal{O}}\left(U_{t} g\right)-\Phi_{\mathcal{O}}\left(U_{t}^{1} f\right)\right]
$$

We know from the proof of lemma 4 (for $\mathcal{O}=\Sigma_{a}$ ) and from the proof of proposition 3 (for $\mathcal{O}=\Lambda_{a, R}$ ) that $\left|\Phi_{\mathcal{O}}\left(U_{t}^{1} f\right)\right| \leqslant c t^{-\mu}$ for some $\mu>1$ if $t \geqslant t_{0}>0$. Thus, to obtain (H3) and (H4) it suffices to show that $\left|\Phi_{\mathcal{O}}\left(U_{t} g\right)-\Phi_{\mathcal{O}}\left(U_{t}^{1} f\right)\right| \leqslant c t^{-\mu}$ for some $\mu>1$, all $t \geqslant t_{0}$ and some constant $c$ independent of $\mathcal{O}$. To do this we write

$$
\begin{aligned}
& \delta \Phi_{\mathcal{O}}(t) \equiv \Phi_{\mathcal{O}}\left(U_{t} g\right)-\Phi_{\mathcal{O}}\left(U_{t}^{1} f\right) \\
&= \operatorname{Re}\left[\left\langle(I+P) \eta(\boldsymbol{Q}) U_{t} g, F_{\mathcal{O}}\left(I+H_{0}\right) \eta(\boldsymbol{Q}) U_{t} g\right\rangle\right. \\
&\left.-\left\langle(I+P) \eta(\boldsymbol{Q})^{2} U_{t}^{1} f, F_{\mathcal{O}}\left(I+H_{0}\right) \eta(\boldsymbol{Q})^{2} U_{t}^{1} f\right\rangle\right] \\
&= \operatorname{Re}\left[\left\langle(I+P) \eta(\boldsymbol{Q})\left(U_{t} g-\eta(\boldsymbol{Q}) U_{t}^{1} f\right), F_{\mathcal{O}}\left(I+H_{0}\right) \eta(\boldsymbol{Q})^{2} U_{t}^{1} f\right\rangle\right. \\
&\left.+\left\langle(I+P) \eta(\boldsymbol{Q}) U_{t} g, F_{\mathcal{O}}\left(I+H_{0}\right) \eta(\boldsymbol{Q})\left(U_{t} g-\eta(\boldsymbol{Q}) U_{t}^{1} f\right)\right\rangle\right] .
\end{aligned}
$$

It follows (with $\left\|(I+P)\left(H_{0}+I\right)^{-1}\right\|<\frac{5}{4}$ ) that

$$
\begin{aligned}
\left|\delta \Phi_{\mathcal{O}}(t)\right| \leqslant \frac{5}{4} \| & F_{\mathcal{O}} \|\left[\left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})^{2} U_{t}^{1} f\right\|+\left\|(I+P) \eta(\boldsymbol{Q}) U_{t} g\right\|\right] \\
& \times\left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})\left(U_{t} g-\eta(\boldsymbol{Q}) U_{t}^{1} f\right)\right\|
\end{aligned}
$$

We have $\left\|F_{\Sigma_{a}}\right\|<\infty,\left\|F_{\Lambda_{a, R}}\right\| \leqslant 3\left\|\Gamma_{\Lambda_{a}}\right\|^{2}<\infty$ and

$$
\begin{aligned}
& \left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})^{2} U_{t}^{1} f\right\| \leqslant\left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})^{2}\left(H_{1}+\mathrm{i}\right)^{-1}\right\|\left\|\left(H_{1}+\mathrm{i}\right) f\right\| \\
& \left\|(I+P) \eta(\boldsymbol{Q}) U_{t} g\right\| \leqslant \frac{5}{4}\left\|\left(I+H_{0}\right) \eta(\boldsymbol{Q})(H+\mathrm{i})^{-1}\right\|\|(H+\mathrm{i}) g\|
\end{aligned}
$$

Hence the inequality $\left|\delta \Phi_{\mathcal{O}}(t)\right| \leqslant c t^{-\mu}$ follows as a consequence of lemma 9 (in which we may choose $v^{\prime}>2$ ).
(iv) The last statement of the theorem now follows from proposition 2 provided that (12) holds, i.e. provided that $\frac{\mathrm{d}}{\mathrm{d} t}\left\|E\left(x \in C_{a, R}\right) U_{t} g\right\|^{2}=-\Phi_{\partial C_{a, R}}\left(U_{t} g\right)$ with $\Phi_{\mathcal{O}}\left(U_{t} g\right)$ given by (50). If $V_{3}=0$ we know from the results of section 3 (in particular (9), (11) and (13)) that this result holds, so the theorem is completely proven in this case.

If $V_{3} \neq 0$, the r.h.s. of (50) is finite (whereas the r.h.s. of (7), with $f=U_{t} g$, need not be defined because $U_{t} g$ need not belong to $D\left(H_{0}\right)$ ). One still has (see (11))
$\frac{\mathrm{d}}{\mathrm{d} t}\left\|E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\|^{2}=\mathrm{i}\left[\left\langle E\left(\boldsymbol{x} \in C_{a, R}\right) H U_{t} g, U_{t} g\right\rangle-\left\langle U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) H U_{t} g\right\rangle\right]$
since this result does not depend on the condition that $U_{t} g \in D\left(H_{0}\right)$. Now choose a realvalued function $\eta_{1}$ of class $C^{\infty}$ such that $\eta_{1}(\boldsymbol{x}) \eta(\boldsymbol{x})=\eta(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathbb{R}^{3}$ and $\eta_{1}(\boldsymbol{x})=0$ if $|\boldsymbol{x}|<r_{0}+\left(a-r_{0}\right) / 10$, and let $h \in \mathcal{S}\left(\mathbb{R}^{3}\right)$. Observe that $P_{j}\left(\partial_{j} \eta\right)(\boldsymbol{Q}) h=\eta_{1}(\boldsymbol{Q}) P_{j}\left(\partial_{j} \eta\right)(\boldsymbol{Q}) h$ and that $\eta(\boldsymbol{Q}) U_{t} g, \eta_{1}(\boldsymbol{Q}) U_{t} g,\left(\partial_{j} \eta\right)(\boldsymbol{Q}) U_{t} g$ and $\eta(\boldsymbol{Q}) h$ belong to $D(H) \cap D\left(H_{0}\right) \cap D(V)$ by (44). So

$$
\begin{aligned}
\left\langle\eta(\boldsymbol{Q}) H U_{t} g,\right. & h\rangle=\left\langle U_{t} g, H \eta(\boldsymbol{Q}) h\right\rangle=\left\langle U_{t} g, H_{0} \eta(\boldsymbol{Q}) h+V(\boldsymbol{Q}) \eta(\boldsymbol{Q}) h\right\rangle \\
= & \left\langle U_{t} g, \eta(\boldsymbol{Q}) H_{0} h+(\Delta \eta)(\boldsymbol{Q}) h-2 \mathrm{i} \boldsymbol{P} \cdot(\nabla \eta)(\boldsymbol{Q}) h+V(\boldsymbol{Q}) \eta(\boldsymbol{Q}) h\right\rangle \\
= & \left\langle H_{0} \eta(\boldsymbol{Q}) U_{t} g+(\Delta \eta)(\boldsymbol{Q}) U_{t} g+2 \mathrm{i}(\nabla \eta)(\boldsymbol{Q}) \cdot \boldsymbol{P} \eta_{1}(\boldsymbol{Q}) U_{t} g\right. \\
& \left.+V(\boldsymbol{Q}) \eta(\boldsymbol{Q}) U_{t} g, h\right\rangle .
\end{aligned}
$$

Hence
$\eta(\boldsymbol{Q}) H U_{t} g=\left[H_{0} \eta(\boldsymbol{Q})+(\Delta \eta)(\boldsymbol{Q})+2 \mathrm{i}(\nabla \eta)(\boldsymbol{Q}) \cdot \boldsymbol{P} \eta_{1}(\boldsymbol{Q})+V(\boldsymbol{Q}) \eta(\boldsymbol{Q})\right] U_{t} g$
so that

$$
\begin{aligned}
E\left(\boldsymbol{x} \in C_{a, R}\right) H U_{t} g & =E\left(\boldsymbol{x} \in C_{a, R}\right) \eta(\boldsymbol{Q}) H U_{t} g \\
& =E\left(\boldsymbol{x} \in C_{a, R}\right) H_{0} \eta(\boldsymbol{Q}) U_{t} g+V(\boldsymbol{Q}) E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g .
\end{aligned}
$$

Substitution into (51) leads to

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|E\left(\boldsymbol{x} \in C_{a, R}\right) U_{t} g\right\|^{2}=\mathrm{i}\left[\left\langle H_{0} \eta(\boldsymbol{Q}) U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) \eta(\boldsymbol{Q}) U_{t} g\right\rangle\right. \\
\left.-\left\langle\eta(\boldsymbol{Q}) U_{t} g, E\left(\boldsymbol{x} \in C_{a, R}\right) H_{0} \eta(\boldsymbol{Q}) U_{t} g\right\rangle\right]
\end{gathered}
$$

An application of lemma 1 confirms the validity of (12) with $\Phi_{\partial C_{a, R}}\left(U_{t} g\right)$ as in (50).

## Remarks.

(a) It is clear that the Coulomb potentials $V(x)=\lambda|x|^{-1}$ are covered by the theorem (take e.g. $V_{1}(\boldsymbol{x})=\eta(\boldsymbol{x}) V(\boldsymbol{x})$ with $\eta$ as before, $V_{2}=V-V_{1}$ and $V_{3}=0$ ).
(b) The theorem gives the validity of (16) for a dense set of vectors $g$ in the range $R\left(W_{+}\right)$of the relative wave operator $W_{+}$. In many situations, in particular if $V_{3}=0$, the operator $W_{+}$maps $\mathfrak{H}_{\text {ac }}\left(H_{1}\right)$ onto $\mathfrak{H}_{\text {ac }}(H)$ (see for example [19-21]), so that (16) holds for a dense set of vectors $g$ in $\mathfrak{H}_{\text {ac }}(H)$. However, if $V_{3} \neq 0, R\left(W_{+}\right)$may be strictly smaller than $\mathfrak{H}_{\mathrm{ac}}(H)$. In this case one will have

$$
\begin{equation*}
\mathfrak{H}_{\mathrm{ac}}(H)=R\left(W_{+}\right) \oplus \mathcal{M}_{\mathcal{G}}^{+}(H) \tag{52}
\end{equation*}
$$

(see [18] for the short-range case). If $g \in R\left(W_{+}\right)$, then $\left\|E(|x| \leqslant a) U_{t} g\right\| \rightarrow 0$ as $t \rightarrow+\infty$, hence $\lim _{t \rightarrow+\infty}\left\|E(x \in C) U_{t} g\right\|^{2}=\lim _{R \rightarrow \infty} \int_{T}^{\infty} \Phi_{\Sigma_{R}}\left(U_{t} g\right) \mathrm{d} t$. The vectors $g$ in $\mathcal{M}_{\mathcal{G}}^{+}(H)$ are absorbed by the singularities of $V_{3}$ on $\mathcal{G}$ as $t \rightarrow+\infty$, in particular $\left\|E(|x| \geqslant a) U_{t} g\right\| \rightarrow 0$ as $t \rightarrow+\infty$ for $g \in \mathcal{M}_{\mathcal{G}}^{+}(H)$ [18]. So, if $g \in \mathfrak{H}_{\mathrm{ac}}(H)$ is of the form $g=W_{+} f \oplus g_{\mathcal{G}}$ in the direct sum (52), with $f \in \mathcal{D}_{\rho}\left(H_{1}\right)(\rho>2)$ and $g_{\mathcal{G}} \in \mathcal{M}_{\mathcal{G}}^{+}(H)$, then
$\lim _{t \rightarrow+\infty}\left\|E\left(\boldsymbol{x} \in C_{a}\right) U_{t} g\right\|^{2}=\lim _{t \rightarrow+\infty}\left\|E\left(\boldsymbol{x} \in C_{a}\right) U_{t} W_{+} f\right\|^{2}=\lim _{R \rightarrow \infty} \int_{T}^{\infty} \Phi_{\Sigma_{R}}\left(U_{t} W_{+} f\right) \mathrm{d} t$.
(c) Our results can be related to scattering theory. Consider the wave operators $\Omega_{ \pm}=s-\lim _{t \rightarrow \pm \infty} \mathrm{e}^{\mathrm{i} H t} \mathrm{e}^{-\mathrm{i} H_{0} t} \mathrm{e}^{-\mathrm{i} X_{t}}$, with $X_{t}=0$ if $\kappa>1$ in (21) and $X_{t}=\int_{0}^{t} V_{1}(2 s \boldsymbol{P}) \mathrm{d} s$
if $\frac{2}{3}<\kappa \leqslant 1$, and let $S=\Omega_{+}^{*} \Omega_{-}$be the associated scattering operator. If $f_{\text {in }}$ is an initial state for scattering by the potential $V$, then

$$
\lim _{t \rightarrow+\infty}\left\|E\left(\boldsymbol{x} \in C_{a}\right) U_{t} \Omega_{-} f_{\text {in }}\right\|^{2}=\int_{C}\left|\left(\mathcal{F} S f_{\text {in }}\right)(\boldsymbol{k})\right|^{2} \mathrm{~d}^{3} k
$$

(see e.g. [22, 1 Lemma 6.6, or 2 chapter 9.2]; $\mathcal{F} h$ denotes the Fourier transform of $h$ ).
(d) Our results cover scattering by obstacles in the following sense. If $\mathcal{G}$ is the surface of a simply connected bounded set $G$ in $\mathbb{R}^{3}$, for example a sphere, then there are self-adjoint extensions $H$ of $\hat{H}$ that are decoupled by $\mathcal{G}$ [23], i.e. $H=H_{i} \oplus H_{e}$ in the representation $L^{2}(G) \oplus L^{2}\left(\mathbb{R}^{3} \backslash G\right)$ of $\mathfrak{H}$, and one may apply our theorem to vectors in $\mathfrak{H}_{\mathrm{ac}}\left(H_{e}\right)$.
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## Appendix

## Proof of proposition 1.

(i) We embed $\mathcal{O}$ in a shell $G_{\delta}$ of thickness $2 \delta>0$. To do this, let $\mathcal{O}_{\lambda}$ be the surface obtained from $\mathcal{O}$ by a displacement of length $\lambda$ orthogonal to $\mathcal{O}$, i.e. $\mathcal{O}_{\lambda}=\left\{x \in \mathbb{R}^{3} \mid x=\right.$ $\boldsymbol{y}+\lambda \boldsymbol{n}(\boldsymbol{y}), \boldsymbol{y} \in \mathcal{O}\}$, and let $G_{\delta}=\cup_{-\delta \leqslant \lambda \leqslant \delta} \mathcal{O}_{\lambda}$. If $\mathcal{O}=\Sigma_{b}$, we take $\delta=b / 2$; if $\mathcal{O}=\mathcal{O}_{k}$, we choose $\delta$ sufficiently small so that each vector $\boldsymbol{x}$ in $G_{\delta}$ has a unique decomposition into $\boldsymbol{x}=\boldsymbol{y}+\lambda \boldsymbol{n}(\boldsymbol{y})$ with $\boldsymbol{y} \in \mathcal{O}, \lambda \in[-\delta, \delta]$. Throughout this proof it is understood that $\boldsymbol{x}$ and $\boldsymbol{y}$ are related in the preceding manner (so, as $\boldsymbol{x}$ varies over $\boldsymbol{G}_{\delta}, \boldsymbol{y}$ and $\lambda$ are functions of $\boldsymbol{x}$ ).

If $\mathrm{d} \sigma_{\lambda}(\boldsymbol{y})$ denotes the surface element on $\mathcal{O}_{\lambda}$ at the point $\boldsymbol{y}+\lambda \boldsymbol{n}(\boldsymbol{y})$ and $\mathrm{d} \sigma(\boldsymbol{y}) \equiv \mathrm{d} \sigma_{0}(\boldsymbol{y})$ the corresponding quantity on $\mathcal{O}$, then there is a constant $\gamma \in[1, \infty)$ such that

$$
\begin{equation*}
\frac{1}{\gamma} \mathrm{~d} \sigma(\boldsymbol{y}) \leqslant \mathrm{d} \sigma_{\lambda}(\boldsymbol{y}) \leqslant \gamma \mathrm{d} \sigma(\boldsymbol{y}) \quad \forall \boldsymbol{y} \in \mathcal{O}, \forall \lambda \in[-\delta, \delta] \tag{53}
\end{equation*}
$$

(ii) Let $f$ be as stated in the proposition and $\boldsymbol{x} \in G_{\delta}$. For $\rho \in[0,1]$, set

$$
\begin{equation*}
h_{\rho}^{(j)}(\boldsymbol{x})=\left(\partial_{j} f\right)(\boldsymbol{y}+\rho(\boldsymbol{x}-\boldsymbol{y}))=\mathrm{i}\left(P_{j} f\right)(\boldsymbol{y}+\rho \lambda \boldsymbol{n}(\boldsymbol{y})) . \tag{54}
\end{equation*}
$$

By Newton's formula one has

$$
\begin{equation*}
f(\boldsymbol{x})=f(\boldsymbol{y})+\sum_{j=1}^{3}\left(x_{j}-y_{j}\right) \int_{0}^{1} h_{\rho}^{(j)}(\boldsymbol{x}) \mathrm{d} \rho \tag{55}
\end{equation*}
$$

This implies that

$$
\begin{array}{rl}
\int_{\mathcal{O}}|f(\boldsymbol{y})|^{2} & \mathrm{~d} \sigma(\boldsymbol{y})=\frac{1}{2 \delta} \int_{-\delta}^{\delta} \mathrm{d} \lambda \int_{\mathcal{O}}|f(\boldsymbol{y})|^{2} \mathrm{~d} \sigma(\boldsymbol{y}) \leqslant \frac{\gamma}{2 \delta} \int_{-\delta}^{\delta} \mathrm{d} \lambda \int_{\mathcal{O}}|f(\boldsymbol{y})|^{2} \mathrm{~d} \sigma_{\lambda}(\boldsymbol{y}) \\
& \leqslant \frac{2 \gamma}{2 \delta} \int_{G_{\delta}}|f(\boldsymbol{x})|^{2} \mathrm{~d}^{3} \boldsymbol{x}+\frac{2 \gamma}{2 \delta} \delta^{2} \sum_{j=1}^{3} \int_{G_{\delta}} \mathrm{d}^{3} \boldsymbol{x}\left|\int_{0}^{1} h_{\rho}^{(j)}(\boldsymbol{x}) \mathrm{d} \rho\right|^{2} \\
& \leqslant \frac{\gamma}{\delta}\|f\|^{2}+\delta \gamma \sum_{j=1}^{3}\left\|\int_{0}^{1} h_{\rho}^{(j)} \mathrm{d} \rho\right\|_{L^{2}\left(G_{\delta}\right)}^{2} \tag{56}
\end{array}
$$

Now by the triangle inequality

$$
\begin{equation*}
\left\|\int_{0}^{1} h_{\rho}^{(j)} \mathrm{d} \rho\right\|_{L^{2}\left(G_{\delta}\right)} \leqslant \int_{0}^{1}\left\|h_{\rho}^{(j)}\right\|_{L^{2}\left(G_{\delta}\right)} \mathrm{d} \rho \tag{57}
\end{equation*}
$$

where (for $0<\rho \leqslant 1$, and by using (53)):

$$
\begin{align*}
\left\|h_{\rho}^{(j)}\right\|_{L^{2}\left(G_{\delta}\right)}^{2} & =\int_{-\delta}^{\delta} \mathrm{d} \lambda \int_{\mathcal{O}} \mathrm{d} \sigma_{\lambda}(\boldsymbol{y})\left|h_{\rho}^{(j)}(\boldsymbol{y}+\lambda \boldsymbol{n}(\boldsymbol{y}))\right|^{2} \\
& =\int_{-\delta}^{\delta} \mathrm{d} \lambda \int_{\mathcal{O}} \mathrm{d} \sigma_{\lambda}(\boldsymbol{y})\left|\left(P_{j} f\right)(\boldsymbol{y}+\rho \lambda \boldsymbol{n}(\boldsymbol{y}))\right|^{2} \\
& =\frac{1}{\rho} \int_{-\rho \delta}^{\rho \delta} \mathrm{d} \mu \int_{\mathcal{O}} \mathrm{d} \sigma_{\mu / \rho}(\boldsymbol{y})\left|\left(P_{j} f\right)(\boldsymbol{y}+\mu \boldsymbol{n}(\boldsymbol{y}))\right|^{2} \\
& \leqslant \frac{\gamma^{2}}{\rho} \int_{-\delta}^{\delta} \mathrm{d} \mu \int_{\mathcal{O}} \mathrm{d} \sigma_{\mu}(\boldsymbol{y})\left|\left(P_{j} f\right)(\boldsymbol{y}+\mu \boldsymbol{n}(\boldsymbol{y}))\right|^{2} \\
& =\frac{\gamma^{2}}{\rho}\left\|P_{j} f\right\|_{L^{2}\left(G_{\delta}\right)}^{2} . \tag{58}
\end{align*}
$$

Together with (56) and (57), this implies that

$$
\begin{equation*}
\left\|\left.f\right|_{\mathcal{O}}\right\|_{L^{2}(\mathcal{O})}^{2} \leqslant \frac{\gamma}{\delta}\|f\|^{2}+\delta \gamma^{3}\left[\int_{0}^{1} \rho^{-1 / 2} \mathrm{~d} \rho\right]^{2} \sum_{j=1}^{3}\left\|P_{j} f\right\|^{2} \tag{59}
\end{equation*}
$$

So (2) holds with $\varphi \equiv 1$, with $c=\sqrt{\gamma} \cdot \max \left(\delta^{-1 / 2}, 2 \gamma \sqrt{\delta}\right)$. The result for general $\varphi$ follows immediately because $\left.f\right|_{\mathcal{O}}=\left.[\varphi f]\right|_{\mathcal{O}}$.

Proof of the estimate (5). Take $\mathcal{O}=\Sigma_{b}$ in proposition 1, and let $c_{b}$ be a constant such that (2) holds with $c=c_{b}$ in this case. We have seen after proposition 1 that $\left\|\Gamma_{\Sigma_{b}}\right\| \leqslant \sqrt{2} c_{b}$, and from the above proof of proposition 1 we know that $c_{b} \leqslant \sqrt{\gamma_{b}} \cdot \max \left(\delta^{-1 / 2}, 2 \gamma_{b} \sqrt{\delta}\right)$, where $\gamma_{b} \geqslant 1$ is such that

$$
\begin{equation*}
\frac{1}{\gamma_{b}} b^{2} \leqslant(b+\lambda)^{2} \leqslant \gamma_{b} b^{2} \quad \forall \lambda \in[-\delta, \delta] \tag{60}
\end{equation*}
$$

(because $\mathrm{d} \sigma_{\lambda}(\boldsymbol{y})=(b+\lambda)^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi$ in spherical polar coordinates). Since we consider only values of $b$ that are $\geqslant 1$, we may choose $\delta=\frac{1}{4}$ (rather than $\delta=b / 2$ ) in the proof of proposition 1. Then (60) is satisfied for all $b \geqslant 1$ and all $\lambda \in\left[-\frac{1}{4}, \frac{1}{4}\right]$ with $\gamma_{b}=2$. Since this number is independent of $b$, we get a bound on $\left\|\Gamma_{\Sigma_{b}}\right\|$ that does not depend on $b$ (explicitly $\left\|\Gamma_{\Sigma_{b}}\right\| \leqslant 4$; the estimate is not optimal).
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